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Measurement of Neutron and Muon Fluxes100 m Underground with the SciBath Detector

The SciBath detector is an 80 liter liquid scintillator detector read out by a three dimen-

sional grid of 768 wavelength-shifting fibers. Initially conceived as a fine-grained charged

particle detector for neutrino studies that could image charged particle tracks in all di-

rections, it is also sensitive to fast neutrons (15-200 MeV). In fall of 2011 the apparatus

performed a three month run to measure cosmic-induced muons and neutrons 100 meters

underground in the FNAL MINOS near-detector area. Data from this run has been analyzed

and resulted in measurements of the cosmic muon flux as 0.80± 0.04 m−2s−1, the cosmogenic

fast neutron flux as (1.5± 1.4)× 10−2 m−2s−1, and the neutron production rate from muon

spallation in liquid scintillator as (3.8± 3.2)× 10−4 n/µ (g/cm2)−1. Additionally, the cos-

mic muon angular distribution and neutron energy distribution have been measured. These

results can be extrapolated to future measurements of fast-neutron backgrounds at other un-

derground facilities. This thesis presents a summary of the physics relevant to underground

muons and fast neutrons, the SciBath detector, the analysis methodology that was used for

the results presented, and comparisons between our results and those of other experiments

and simulations.
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Chapter 1

Introduction

This thesis presents the SciBath detector and five measurements it conducted of muon and

neutron characteristics at 100 m underground: the muon flux, the muon angular distribution,

the neutron yield in scintillator from muon spallation, the neutron flux, and the neutron

energy spectrum.

SciBath is a 80 L liquid scintillator detector that was designed for neutral particle detec-

tion. The cubic liquid scintillator “bath” houses a three dimensional grid of 768 wavelength-

shifting (WLS) fibers with 2.54 cm fiber spacing. This allows for a detailed reconstruction of

charged particle tracks, including those that result from neutral particle interactions in the

scintillator volume. Originally designed to study neutrino interactions in this way, it is also a

good neutron detector as this thesis presents. The detector assembly and commissioning was

finished in the fall of 2011 before its first production data run in the same season. This run

was dubbed the “NuMI run” after the NuMI beam line at the Fermi National Accelerator

Laboratory (FNAL) where the detector conducted its measurements.

Cosmic ray muon-induced fast neutrons are an important background for sensitive un-

derground experiments. Neutrons can be a background to solar neutrino and low-energy

neutrino oscillation experiments because they can imitate neutrino detection in scintillator

through inverse beta decay [17, 18, 19]. As a specific example, fast neutrons were found to
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be the dominant background for the Palo Verde reactor neutrino oscillation experiment [17].

Some dark matter experiments are concerned about neutron-proton elastic scattering creat-

ing nuclear recoils that mimic the Weakly Interacting Massive Particle (WIMP) signal, e.g.

the CDMS experiment [20]. Through inelastic scattering and radiative capture, neutrons can

contribute to the γ-ray background of double beta decay experiments [15]. These neutrons

have energies up to the GeV scale making them impractical to passively shield. In fact,

many shielding materials will act as a target for further neutron production and actually

increase the neutron background! Furthermore, since these neutrons are can travel many

meters from their production site, not all of them can be removed by an active veto system.

Muons themselves are not an important background to most underground experiments

because they are generally easy to identify and veto, but their fluxes are important to

understand because fast neutrons more than 10 m underground are exclusively produced

through cosmic ray muon interactions. The muon flux at depth has been studied by a number

of authors at varied sites since the 1950s [12]. These muons are generated in the atmosphere

through cosmic ray showers and penetrate to the deepest underground experiment locations.

Despite a relatively well accepted parameterization for the energy loss of a muon passing

through matter, precise predictions of the flux at a particular site are difficult primarily

because of the complications of rock composition and overburden geometry (mountainous,

flat, etc.).

Fast neutrons underground can be categorized by whether they are produced in the earth

or detector materials. Characteristics of those produced in the earth are largely unstudied

by measurement or simulation. Characteristics of those produced in detector materials have

been studied by a number of measurements and simulations at various depths [2, 14], but

the results are often mutually inconsistent.

The muon flux and angular distribution measurements presented in this thesis contribute

to the understanding of muons underground. In similar fashion, it is hoped the neutron flux

and yield measurements presented here are equally useful. However, the neutron measure-
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ments have fairly large errors and may prove to be most useful as a guide future work with

similar goals.

1.1 Structure of this thesis

This thesis begins in Chapter 2 with a review of the science and relevant interactions of

underground muons and neutrons. Chapter 3 summarizes the previous measurements and

simulations of muon and neutron characteristics underground, with which our results can

be compared. Chapter 4 describes the SciBath detector, including its principle of operation,

mechanical aspects, and data acquisition system (DAQ). Chapter 5 provides a summary of

the NuMI run, including its timeline and location. Chapter 6 describes the analysis method-

ology that led to our results. Chapter 7 presents the results of our measurements of neutron

and muon characteristics at the NuMI site as well as comparisons with the measurements

described in Chapter 3. Finally, Chapter 8 offers a concluding summary of the information

presented in this thesis.
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Chapter 2

Muons and Neutrons Underground

In this thesis I present results of our measurement of neutron and muon characteristics

at 100 m underground. Those results and the analyses that led to them are described in

later chapters. In this chapter I first provide a summary of the processes that determine

neutron and muon characteristics underground. I also describe the mechanisms by which

these particles interact with the SciBath detector and, therefore, the signatures for their

identification.

2.1 Muons underground

Underground muons have two sources: neutrino interactions in the earth and cosmic ray

showers in the upper atmosphere. The former only significantly contribute to the total flux

for depths greater than 10 km.w.e. and are thus beyond the scope of this thesis. The latter

are dominant for all shallower depths and are the ultimate source of neutrons measured in

this analysis.

The unit km.w.e. stands for “kilometers water equivalent” and is more universal for

the description of depth because a water overburden does not have the composition or

surface geometry complications that rock does. One kilometer of standard rock with a flat

overburden is equivalent to 2.65 km.w.e.
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Cosmic rays are extraterrestrial, high-energy particles incident on the upper atmosphere

of the earth. They are composed of a variety of nuclei as well as electrons, protons, and

positrons. Their energy distribution is peaked around 0.3 GeV but extends above 109 GeV,

the regime of ultra-high-energy cosmic rays. With the exception of those created in solar

flares they are generated outside of the solar system. Cosmic ray interactions in the up-

per atmosphere generate complex particle showers, from which only neutrinos and muons

penetrate more than a few meters into the surface of the earth.

Muons, like all charged particles, lose energy as they pass through matter. The loss

mechanisms include ionization and radiative processes: photonuclear interactions, e+e− pair

production, and bremsstrahlung. The resulting energy loss takes the well accepted form

− dEµ
dX

= a+ bEµ, (2.1)

where a is the ionization loss and b is radiative loss, both of which are energy dependent.

Integration gives the muon energy as a function of depth and initial energy, Eµ,0:

Eµ(Eµ,0, X) =
(
Eµ,0 +

a

b

)
exp(−bX)− a

b
. (2.2)

This expression can be used with the parameters calculated for standard rock by Groom

et al. [1] to determine the range of muons in the earth, including those plotted in Table 2.1.

Interestingly, even though all muons lose energy as they penetrate the earth, the mean muon

energy increases as a function of depth as described in Eqn. 3.7. This is because the muon

energy spectrum at the surface is concave up and strongly peaked at the lowest energies. As

depth increases the lower energy muons are stopped and the resulting energy distribution is

less peaked, resulting in a higher average energy.

5



Eµ,0 (MeV) a (MeV g-1cm2) b (10-6 g-1cm2) range (km.w.e.)

10 2.17 1.90 0.05
100 2.44 3.04 0.41
1000 2.68 3.92 2.45
10000 2.93 4.35 6.09

Table 2.1: Parameters for Eqn. 2.2 as calculated by Groom et al. [1] and resulting muon
ranges in standard rock

2.2 Muons in SciBath

Muons are among the easiest particles to detect in liquid scintillator detectors. As charged

particles with very long attenuation lengths, they usually create long, energetic tracks. This

section describes the concept of a minimum ionizing muon, which was used for the energy

calibration of SciBath; and the process of muon decay, which could act as a background for

our neutron flux measurement.

2.2.1 Minimum ionizing muons

Muons passing through matter can interact in many ways including:

1. inelastic collisions with electrons,

2. elastic scattering with nuclei,

3. nuclear reactions,

4. emission of Cherenkov radiation, and

5. bremsstrahlung.

The first two of these are by far the most common, and inelastic collisions with electrons

are almost entirely responsible for the energy loss of charged particles heavier than the

electron [21]. The average amount of energy lost as a particle penetrates a unit length of

a material is called its stopping power, dE/dx. Stopping power depends on the particle

type, the particle energy, the material type, and the material density. Figure 2.1 shows
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the stopping power for a muon in copper as a function of muon kinetic energy. At about

100 MeV the stopping power is minimum and the muon is called minimum ionizing. For the

next three orders of magnitude in muon energy the muon stopping power remains relatively

constant. This feature was used in the energy calibration described in Sec. 6.3.1.

The Scibath target is liquid scintillator, not copper. However, the stopping power for

heavy particles in matter is almost independent of material type. Following the presentation

by Leo [21], the stopping power curve in liquid scintillator is expected to agree with that for

Copper to within 10% through the minimum ionizing energy range.

Figure 2.1: Stopping power (〈−dE/dx〉) for positive muons in copper as a function of kinetic
energy, T , over 12 orders of magnitude. Solid curves indicate the total stopping power. Data
below the break at T ≈ 0.5 MeV are taken from ICRU 49 [3], and data at higher energies
are from Ref. [1]. Vertical bands indicate boundaries between different theoretical approxi-
mations or dominant physical processes. The short dotted lines labeled “µ−” illustrate the
“Barkas effect,” the dependence of stopping power on projectile charge at very low ener-
gies [4, 5]. “Nuclear losses” indicates non-ionizing nuclear recoil energy losses. Figure from
Groom et al. [1].
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2.2.2 Muon decays

The muon is an unstable particle that decays through the weak interaction with a mean

lifetime of 2.2 µs in vacuum. The dominant decay, often called Michel decay, is also the

simplest decay mode:

µ− → e− + νe + νµ, (2.3)

µ+ → e+ + νe + νµ. (2.4)

An “in-flight” muon (or antimuon) decay in SciBath could consist of a single event with two

particle tracks: a relatively long track for the incident muon and a very short track for the

electron. Because the decay is nearly instantaneous, both of these tracks would be grouped

into a single event in SciBath. Alternatively, a muon can be captured by the Coulomb field

of a nucleus and form a “muonic atom.” If this muon later undergoes Michel decay the muon

track and electron tracks can create two events in SciBath separated by a few microseconds.

To avoid misidentifying these coincidence events as neutrons this analysis requires at least

5 µs between neutron scatter and neutron capture candidate events. Of course, antimuons

are positively charged and cannot be captured. Thus, antimuon decays in SciBath are all

“in-flight” decays and cannot contaminate a coincidence measurement. Muon capture is also

relevant for neutron production and is further described in Sec. 2.3.4.

2.3 Neutron sources underground

Neutrons can be produced underground through a variety of processes. This section describes

the four dominant processes that are relevant to underground experiments: neutrons from

the hadronic component of cosmic ray showers, from natural radioactivity in the earth, from

cosmic ray muon-induced spallation, and from muon capture. Fig. 2.2 gives an overview of

the flux contributions of these processes as a function of depth.
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Figure 2.2: Total neutron fluxes for different sources as a function of depth in meters water
equivalent. At NuMI depth only neutrons from muons contribute to the flux above 16 MeV.
Figure adapted from the Ph.D. thesis of E.-I. Esch [6].

2.3.1 Hadronic component of cosmic rays

Cosmic rays are high-energy charged particles, usually protons or atomic nuclei, that strike

the earth from astronomical sources. These particles interact in the upper atmosphere and

generate showers of secondary particles that reach the surface of the earth. Two components

of these showers of particular note for this analysis are muons and neutrons. Cosmogenic

muons can penetrate to the deepest underground laboratories and interact with the rock

or detector materials to generate their own secondary particles, see Sec. 2.3.3. Neutrons

from the hadronic component of cosmic rays can penetrate the surface of the earth and

represent the dominant source of neutrons at shallow depths. As Fig. 2.2 shows, however,

these neutrons are insignificant compared to neutrons from muons or natural radioactivity at

depths greater than 10 m.w.e. During the NuMI run SciBath was located 100 m, 265 m.w.e.,

underground and well beyond the reach of neutrons from the hadronic component of cosmic

rays.
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2.3.2 Radioactivity in the earth

Uranium, thorium, and other heavy elements can be found in the earth at all depths. These

heavy elements can produce neutrons by two processes: fission and α decay. The α decay

itself does not emit neutrons, but an α particle can interact with a nucleus to create a neutron

in what is known as an (α, n) reaction. The energy of the α particle depends on the details

of the radioactive decay but is generally around 5 MeV. The energy of the outgoing (α, n)

neutron depends on the target nucleus, but is at most 10.8 MeV from the interaction with

9Be [22].

The energy of fission neutrons can be characterized by a Maxwellian distribution with an

average energy depending on the particular nucleus, but generally around 2 MeV [23, 24].

The flux of neutrons from these radioactive processes in standard rock is shown in Fig. 2.2,

and at the NuMI run depth of 265 m.w.e. they are the dominant source of neutrons. However,

because the minimum neutron energy for this measurement, 16 MeV, is well above the

energies of neutrons from natural radioactivity, they have no effect on the analysis.

2.3.3 Neutron production through muon spallation

Nuclear spallation is the process by which a high energy particle strikes a nucleus causing

the ejection of a number of nucleons. Cosmic ray muons induce spallation in the earth and

detector materials at all depths. Figure 2.2 shows relative flux versus depth and Figure 3.4

shows simulated energy spectra for the resulting cosmogenic neutrons at various sites. While

most of the neutrons are low in energy, high energy neutrons are also created. These higher

energy neutrons are important to characterize because they are impractical to completely

shield. In fact, attempts to shield them may actually induce a larger background as the

shielding material acts as a target for further spallation. The characterization of these

neutrons from spallation in the earth is the primary goal of this analysis. A schematic of

the detection signal for this production process in the SciBath liquid scintillator is shown in

Fig. 2.3.
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Figure 2.3: Schematic of neutron production through muon spallation inside the detector.
SciBath detects the muon followed by a 2.2 MeV photon at a characteristic time near 160 µs.
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2.3.4 Muon capture

Section 2.2.2 described how muons can capture in liquid scintillator and then Michel decay

according to Eqn 2.3. The muon interaction with a proton,

µ− + p→ n+ νµ, (2.5)

is a less common result of muon capture, but acts as a source of neutrons both inside and

outside of a detector.

As indicated in Fig. 2.2, neutrons produced through muon capture in the rock may be

responsible for a detectable fraction of the neutron flux present at 100 m (265 m.w.e.).

Singer [25] gives the energy distribution of these neutrons as

dN(E)

dE
≈ exp(− E

E0

), (2.6)

where E0 has been measured at values between 7 and 15 MeV for different materials [26, 27].

With this parameterization, at most 1/3 of these neutrons are of energy greater than 16 MeV,

so most would not be counted in our neutron flux measurement. Moreover, the majority

of neutrons generated through muon capture share their energy with other nucleons in the

capturing nucleus. In this case several low energy neutrons are “boiled” off of the nucleus

in the process of nuclear evaporation. For these reasons neutrons generated through muon

capture were judged to not significantly contribute to our neutron flux calculation.

However, neutrons produced through muon capture in the SciBath scintillator may con-

tribute to the muon-induced neutron production measurement. Neutrons of all energies

contribute to this measurement because a neutron scattering event is not required. In fact,

lower energy neutrons are more likely to capture inside the detector. Figure 2.4 shows an

expectation of the contribution to neutron production from muon capture.
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Muon-induced n Yield

Figure 2.4: The expected total muon-induced neutron yield in liquid scintillator (solid) as a
function of depth, and the contribution from muon capture (dotted). Figure adapted from
Malgin and Ryazhskaya [7].
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2.4 Neutron interactions in SciBath

Neutrons, like all neutral particles, cannot be detected directly in scintillator detectors.

Instead, neutrons must interact with the target material in a way that results in a secondary

particle that is charged and thus can induce scintillation. Neutrons are capable of interacting

with matter in a large variety of ways. This section summarizes these possible interactions

as relevant to SciBath and this analysis. In particular, the processes of elastic scattering off

of hydrogen and radiative capture on hydrogen are discussed as well as a “typical” neutron

timeline.

2.4.1 Elastic scattering

Elastic scattering can be thought of as a traditional “billiard ball” collision. The most

common interaction a fast neutron will undergo in matter is elastic scattering with nuclei,

primarily hydrogen and carbon in the case of liquid scintillator. Figure 2.5 shows the cross

sections for neutron scattering and capture on hydrogen and carbon over a wide energy range.

Some resonance structure is present in the carbon scattering cross section, but generally

elastic scattering on carbon is more common above 10 MeV and scattering on hydrogen is

more common below. In liquid scintillator this dividing energy is actually a bit higher due

to the 2:1 ratio of hydrogen:carbon atoms.

Elastic scattering on hydrogen is pictured in Fig. 2.6 and is much more significant than

scattering on carbon for neutron detection because it produces a much more obvious scin-

tillation signal. Since the mass of a hydrogen nucleus, i.e. a proton, is comparable to that

of a neutron, elastic scattering mechanics favor a large transfer of energy between them: up

to half the incident neutron energy. By contrast, a carbon nucleus is around 12 times as

massive as a neutron, so relatively little of the neutron energy will be lost during an elastic

scatter with carbon. Therefore elastic scattering with hydrogen nuclei creates a much higher

energy recoil nucleus and a much more distinct scintillation signal.
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Figure 2.5: Cross sections for neutron interactions with hydrogen and carbon. The inelastic
portion of the n-C total cross section is only noticeable above 10 MeV. This data is from
ENDF/B-VII.1 tables [8].

SciBath	  
n	  

p	  

n	  

Figure 2.6: Schematic of neutron-proton elastic scattering event in SciBath, which is sensitive
to the recoiling proton.
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2.4.2 Radiative capture

Radiative capture is the process by which a neutron is absorbed by a nucleus and a photon

is released. The processes for hydrogen and carbon are

n+ 1H→ 2H + γ, (2.7)

n+ 12C→ 13C + γ, (2.8)

and and their cross sections are shown in Fig. 2.5. Figure 2.7 summarizes the process of

neutron capture in SciBath. The photon released in radiative capture is a characteristic

2.2 MeV in the case of hydrogen and 5.0 MeV in the case of carbon. Either photon can be

detected if it undergoes Compton scattering inside the detector.

SciBath	  

n	  (thermal)	  

γ	


Figure 2.7: Neutron capture on a hydrogen nucleus in SciBath. SciBath is sensitive to the
characteristic 2.2 MeV photon.

An important concept in radiative neutron capture is that of a thermal neutron. This is a

neutron of energy comparable to the thermal agitation energy of its surrounding atoms and

molecules and is O(0.025) eV. A neutron at thermal energy is just as likely to gain energy

as lose it in an elastic collision, so a thermal neutron tends to “rattle” around without losing

energy until it undergoes radiative capture.
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2.4.3 Inelastic scattering

Inelastic scattering occurs similarly to elastic scattering except that the nucleus is left in

an excited state. A minimum neutron energy is required to excite the nucleus, usually on

the order of 1 MeV. In the case of carbon, elastic scattering occurs for energies above

5 MeV as shown in Fig. 2.8. The figure also shows that above 20 MeV the cross section for

inelastic scattering on carbon is actually greater than that of elastic scattering on hydrogen.

Thus a significant number of neutrons in liquid scintillator undergo inelastic scattering on

carbon. The excited carbon nucleus has a variety of possible decay modes, some that produce

scintillation signals and some that do not. The dominant inelastic processes are shown in

Fig. 2.9. The neutron energy lost to neutron-carbon inelastic scattering interactions that do

not produce a detector response contributes to a reduction in the neutron scatter detection

efficiency described in Sec. 6.7.4 as well as the spread in the neutron energy response, see

Sec. 6.7.3.

Of course, since the hydrogen nucleus consists of a single proton, inelastic scattering on

hydrogen is not possible.

2.4.4 A typical fast neutron in SciBath

The SciBath scintillator is primarily hydrogen and carbon. Two important features of the

hydrogen and carbon cross sections in Fig. 2.5 are that the scattering cross sections are

are orders of magnitude larger than the radiative capture cross sections and that the cross

section for radiative capture on hydrogen is generally higher than for carbon, especially at

low energies. Therefore a fast neutron that enters SciBath will scatter on hydrogen and

carbon until it thermalizes. Once thermal, the neutron will continue elastically scattering

without loosing energy until it radiatively captures, most likely on hydrogen.

Since the kinematics heavily favor energy transfer for elastic scattering with hydrogen

over carbon, most of the neutron energy will be transferred to recoiling protons. Therefore a

largely “diagonal” energy response response can be expected based on the known light output
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TABLE 2 (continued) 

A. DEL G U E R R A  

T n O'nc O'l nel O'el Ref. 
(MeV) (m b) (rob) (rob) 

1545 363 4- 8 268 ± 6 95 i 10 81, 82 
1731 408 4- 12 251 ± 8 157 ± 144 81 ,82  
5000 4-400 319 4- 20 235 ± 1 6  84 -4- 26 32 
8300 345 ± 15 218 • 8 127 ± 17 76 

Taken from the " r ecommended  hne"  m reL 24. 
b This cross section may be as much as 30% lower for Tn < 30 MeV, and has to be considered as the lower hmlt  to the true cr,.c~ for 

higher 7 . .  
Based on optical  theorem. 
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Fig. 1. n - C  total, n - C  inelastic and n -p  total  cross sections data. The full hnes show the cross secttons used in the Monte Carlo 
program. 

Figure 2.8: n-C total, n-C inelastic and n-p total cross sections data. The full lines show the
cross sections used in the Monte Carlo program of Del Guerra [9]. Figure by Del Guerra.
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Neutron response functions of cylindrical organic scintillators in the energy range 1 < E  n < 200 MeV have been evaluated using 
a Monte Carlo program. 

The effects of the angular distribution in H and 12C and the contribution of the direct 12C(n, p) channel at high energies 
have been investigated. 

The obtained results have been compared with the available experimental response functions in NE102A, NE213 and 
NE218. 

1. Introduct ion  

Organic scintillators are widely used in experi- 
mental physics as neutron detectors. Their fast 
response, high efficiency and relatively low cost 
make them still nowadays an important tool in 
intermediate and high energy physics experi- 
ments~). The response function PN(E,L), i.e. the 
pulse height (L) distribution corresponding to N 
monochromatic neutrons incident in the scintillator 
volume, must be accurately evaluated as a function 
of the neutron energy E and detector geometry. 

Monte Carlo routines 2-4) have been proposed to E 
calculate the percent efficiency ~ looo 

e(E) = 1 PN(E,L)dL t~ 
L t h  

for discrete values of the threshold level Lth. Most 
calculations were performed assuming a fixed scin- 200 
tiilator composition and low neutron energy 
(E~20MeV):  in these conditions the efficiency 
curves generally result in fair agreement with the 
existing experimental data, but only in a few cases 
the whole response function was reported4,17). At 
higher energies the problem is more complicated: 56o 
the total neutron cross sections in H and C nuclei 
are plotted in fig. l a as a function of the incident 400 
neutron energy. Above 10 MeV the neutron--carbon ,, 

E 
interaction becomes stronger than the better known 
neutron-hydrogen elastic cross section. The simula- ~ 240 
tion of the neutron random walk in the scintillator 
at high energies requires therefore a complete 
description of all the involved elastic and inelastic ao 
neutron-carbon channels (fig. lb) and the com- 
puted response functions become more sensitive to 
the details of the nuclear reactions and to the 
uncertainties on the corresponding cross section 

data. This sensitivity is reduced in the efficiency e, 
particularly at low threshold values Lth , allowing an 
easier agreement with experimental data, provided 
that total cross sections are correctly evaluated in 
each reaction channelS). The aim of the present 
work is a complete calculation of response functions 
PN(E, L) in the neutron energy range 

~ H 
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rl, p 

10 100 E (Me, V) 

Fig. 1. (a) Total neutron cross sections in H and 12C. (b) Inelastic 
neutron-carbon cross sections Data points are taken from the 
compilation of ref. 5. 

Figure 2.9: Cross sections for major neutron on carbon inelastic processes. Figure from
Anghinolfi et al. [10].
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of output of protons in liquid scintillator, see Sec. 6.3.2. Inelastic scattering on carbon does

play a role in energy loss of neutrons above 10 MeV and will degrade the neutron energy

response somewhat. This degradation contributes to the smearing of the “diagonal” energy

response in Fig. 6.15b.

Since the cross sections for elastic scattering are so much larger than radiative capture,

a large number of scattering interactions occur before a neutron is captured. The neutron

will deposit most on its energy in the first few interactions, which occur nearly instanta-

neously. The following scattering interactions take much more time simply because the

neutron scatters so many times before capturing. This allows the common fast neutron

detection criteria of one or more neutron-hydrogen scattering events followed by a 2.2 MeV

photon from neutron capture on hydrogen. The probable time between an initial neutron

scatter and subsequent capture is described by a decaying exponential of characteristic time

around 180 µs in the case of an infinite volume of liquid scintillator. Due to the finite size

of SciBath and the fact that neutrons with longer delayed capture events are more likely

to escape the detector, neutrons in SciBath have a characteristic time around 160 µs. This

coincidence signal of a neutron scattering event followed by an appropriately delayed neu-

tron capture event is the primary detection criteria for this analysis and is summarized in

Fig. 2.10.

2.5 Photons in SciBath

Detection of the 2.2 MeV photon resulting from radiative neutron capture on hydrogen is

required for neutron detection in this analysis. The dominant photon interactions in matter

are Compton scattering (coherent and incoherent), the photoelectric effect, and electron-

positron pair production (in the field of a nucleus or an atomic electron). Figure 2.11

shows the cross sections for these interactions. Incoherent Compton scattering is clearly the

dominant process at 2.2 MeV. The most basic incoherent Compton scattering occurs when
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Figure 2.10: Neutron that scatters off of a hydrogen nucleus, thermalizes, and captures in
SciBath. SciBath detects the recoiling proton followed by a 2.2 MeV photon at a character-
istic time near 160 µs.

a photon scatters off of a free electron. If the photon is relatively high energy compared to

the binding energy of an atomic electron, however, the electron can be considered effectively

free for Compton scattering. Since scattered electrons are charged, they produce detectable

scintillation signals in SciBath.
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Figure 2.11: Cross sections for dominant photon interactions in liquid scintillator (CH2). In-
coherent Compton scattering is the dominant interaction for 2.2 MeV photons from radiative
neutron capture on hydrogen. Plot from the NIST XCOM database [11].
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Chapter 3

Previous Measurements and

Simulations

In this chapter I describe previous measurements, simulations, and calculations of neutron

and muon characteristics underground, with which our results can be compared. In the first

section I summarize the many measurements of the muon flux at shallow depth and the

relatively large uncertainty in its prediction at specific sites. The neutron production rate

in scintillator has been measured by nine groups. I present their results and a proposed

“universal” formula for these rates in Sec. 3.2. In the last section I describe estimates of the

muon induced neutron flux at depth, which has only been studied at deep sites.

3.1 Muon flux and angular distribution

Muon fluxes underground have been studied extensively over the past 60 years at a variety

of sites and depths. There is significant discrepancy between the results, however, and

predictions of fluxes at unmeasured sites come with relatively large uncertainties. Figure 3.1

shows the world data as of 2008. Note that the depth in the figure is measured from the top

of the atmosphere, which is roughly 10 meters water equivalent (m.w.e.) above the surface.
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The fit curve was derived by Barbouti and Rastin [28],

Iv(h) =
K

(hα + a)(h+H)
exp(−βh) cm−2s−1sr−1. (3.1)

Barbouti and Rastin fit this form to data and found the parameters K = 270.7 m.w.e.,

α = 1.68, a = 75, H = 200 m.w.e., and β = 5.5× 10−4 m.w.e.-1. Most of the data in Fig. 3.1

below 1000 m.w.e. was reported in 1971 or earlier.

Figure 3.1: Absolute vertical muon intensity vs. depth measured from the top of the at-
mosphere. Diagram altered from Dragić et al. [12]. The intensity is scaled by d3 to more
clearly show the results. The depth unit hg/cm2 represents the product of material density
and muon path length; and when expressed as hg/cm2 is approximately the same as meters
water equivalent (m.w.e.).

Predictions of the muon flux at the NuMI depth of 265 m.w.e. from the surface (275 m.w.e.

from the top of the atmosphere) are varied by 30%. Equation 3.1 indicates a vertical

muon flux of 0.389 m−2s−1sr−1 at the NuMI depth. Multiplying this by the integral of
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the Miyake [13] angular distribution, Eqn. 3.2, over an upper hemisphere gives a predicted

total muon flux of 0.86 m−2s−1. Separately, Bogdanova et al. performed a calculation of

muon fluxes at shallow depth [29]. Specifically, Fig. 2 in [29] predicts a vertical muon flux at

100 m of 0.33 m−2s−1sr−1 and a total muon flux of 0.71 m−2s−1. By comparison, Dr. Susan

Kasahara simulated the cosmic muon flux specifically at NuMI for the MINOS Collabora-

tion [30]. She found the muon flux through a unit horizontal area to be 0.77 m−2s−1. The

total muon flux, however, is the flux as seen by a spherical detector, not a horizontal plane.

The difference between the angular distribution of the flux measured by these two geometries

is a factor of cos θ [31]. Multiplying the Kasahara result by the ratio of the integrals of the

Miyake distribution with and without the extra cos θ factor converts her result to a total

muon flux of 1.03 m−2s−1.

We consider the prediction fit curve by Barbouti and Rastin [28], Eqn. 3.1, to provide the

most trustworthy prediction because of its comparison with a wide range of measurements.

We assign this prediction a 30% error based on the spread in the surveyed measurements and

simulations at 265 m.w.e., resulting in a final muon flux prediction of 0.86± 0.26 m−2s−1.

The muon flux result of this thesis is a direct, modern comparison with these previous results.

At the surface of the earth the accepted angular distribution for cosmic muons is I(θ) ≈

I⊥ cos2 θ, where θ is the zenith angle and the flux is uniform in the azimuthal angle. As

depth underground increases the angular distribution becomes more vertical because higher

θ muons travel through more rock and are thus more attenuated. For depths up to 100 m of

standard rock, however, the distribution is well approximated by the surface distribution [29].

This is caused by the increase in the average energy of mouns at greater zenith angles [1, 32].

Miyake proposed a more precise form for the angular distribution at depth [13],

I(h, θ) = I(h, 0) cos1.53 θ exp(−8.0× 10−4h(sec θ − 1)), (3.2)

where h is in m.w.e. Figure 3.2 shows a comparison between the Miyake distribution and
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the surface distribution.

cos(theta) cos2(theta) Miyake
0 0 #DIV/0!

0.01 0.0003 0.00242708
0.02 0.0012 0.00708374
0.03 0.0027 0.01321955
0.04 0.0048 0.02056555
0.05 0.0075 0.02896497
0.06 0.0108 0.03831133
0.07 0.0147 0.04852606
0.08 0.0192 0.05954799
0.09 0.0243 0.07132772
0.1 0.03 0.08382424
0.11 0.0363 0.09700277
0.12 0.0432 0.11083333
0.13 0.0507 0.12528971
0.14 0.0588 0.14034875
0.15 0.0675 0.15598978
0.16 0.0768 0.17219417
0.17 0.0867 0.18894507
0.18 0.0972 0.2062271
0.19 0.1083 0.22402616
0.2 0.12 0.24232926
0.21 0.1323 0.26112437
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0.24 0.1728 0.3203538
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0.26 0.2028 0.36211409
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0.37 0.4107 0.62142699
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Figure 3.2: Surface muon angular distribution in comparison with the distribution proposed
by Miyake [13] at 265 m.w.e.

3.2 Neutron production rate through muon spallation

The rate of neutron production through muon spallation in scintillator is the most studied

characteristic of underground neutrons. The world data is presented in Table 3.1 and Fig. 3.3,

where some of the measurements have been corrected by Agafonova and Malgin [2]. Neutron

yield increases with depth because average muon energy increases with depth. Agafonova

and Malgin proposed a universal formula for the neutron yield from muons:

Yn(A,Eµ) = cAβE
α

µ, (3.3)

where A is the atomic weight of the target material and Eµ is the average muon energy at

the site. Agafonova and Malgin found the relevant parameters to be c = 4.4× 10−7 cm2/g,

β = 0.95, and α = 0.78.
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Average	  Muon	  EnergyError Neutron	  YieldError
13 7.2 0.2 0.07

16.5 8.1 0.36 0.03
16.7 8.2 0.36 0.05

86 18 0.93 0.12
125 22 1.57 0.24
260 8 2.8 0.3
280 33 3.3 0.5 0.02
280 33 3.2 0.2
385 39 4.1 0.6
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Figure 3.3: World data for neutron production in scintillator. The curve was proposed by
Agafonova and Malgin [2], Eqn. 3.3. See Table 3.1 for references and identification of which
results have been corrected by Agafonova and Malgin.
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Eµ (GeV) H (m.w.e.) YLS (×10−4 n/µ(g/cm2)-1) year Ref.

13.0± 7.2 20 0.20± 0.07 1995 [33]
16.5± 8.1 32 0.36± 0.03 2000 [34]
16.7± 8.2 25 0.36± 0.05† 1973 [35]
86± 18 316 0.93± 0.12† 1973 [35]
125± 22 570 1.57± 0.24† 1986 [36]
260± 8 2700 2.8± 0.3 2010 [37]
280± 33 3100 3.3± 0.5† 2005 [38]
280± 33 3100 3.2± 0.2 2011 [39]
385± 39 5200 4.1± 0.6† 1989 [40]

Table 3.1: World measurements of neutron yield in liquid scintillator. The † indicates mea-
surements that were corrected by Agafonova and Malgin [2].

3.3 Neutron flux and energy distribution

The underground neutron flux from muon interactions in rock is poorly understood in gen-

eral [14]. Background neutron flux measurements have been made underground, but only at

sites that are deep compared to NuMI and usually at energies lower than 10 MeV. Mei and

Hime provide a thorough examination of muon-induced backgrounds at sites greater than

1500 m.w.e. in [14]. In particular, their FLUKA simulations suggest the following expression

for the neutron flux as a function of depth:

φn = P0

(
P1

h

)
exp(−h/P1), (3.4)

where h is the vertical depth in km.w.e. and the Mei and Hime FLUKA simulations suggest fit

parameters P0 = (4.0± 1.1)× 10−7 cm−2s−1 and P1 = 0.86± 0.05 km.w.e. This expression

includes neutrons of all energies. By comparison, the flux measurement presented in this

thesis only includes fast neutrons between 16 and 156 MeV.

The muon-induced neutron energy distribution is also poorly understood as the theoret-

ical calculations and the few measurements give a wide range of results [41, 14, 42, 43, 44].

Further complicating the matter, the vast majority of measurements and calculations are

for relatively large muon energies, and thus for deep underground sites. Mei and Hime pro-
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vide the most recent simulation of muon-induced neutron energy using FLUKA [14]. They

suggest the following parameterization:

dN

dEn
= Aµ

(
exp(−a0En)

En
+Bµ(Eµ) exp(−a1En)

)
+ a2E

−a3
n , (3.5)

Bµ(Eµ) = 0.324− 0.641 exp(−0.014Eµ), (3.6)

where Aµ is a normalization constant; Eµ is the mean muon energy; and a0, a1, a2, and

a3 are fit parameters that depend on the specific site, see their Table VII. In particular for

the WIPP site, the most shallow in the study at 1.585± 0.011 km.w.e., the parameters are

a0 = 6.86, a1 = 2.1, a2 = 2.971× 10−13, and a3 = 2.456. Mei and Hime also provide an

expression for the mean muon energy at depth:

Eµ =
εµ(1− exp(−bh))

(γµ − 2)
, (3.7)

where h is the depth underground in km.w.e. and the other parameters have been have been

suggested by two different authors, see Table 3.2. Mei and Hime used Eqns. 3.5, 3.6, and

3.7 to fit their FLUKA simulated neutron energy spectra for various sites, see Fig. 3.4.

Ref. εµ (GeV) b (km.w.e.-1) γµ Eµ (GeV)

[45] 618 0.383 3.7 165
[1, 16] 693 0.4 3.77 184

Table 3.2: Mean muon energy at WIPP and parameters relevant to its calculation with
Eqn.3.7.

Most simulations and calculations of neutron fluxes underground, including those pre-

sented above, require three inputs: the muon flux and energy spectrum at depth, the muon-

induced neutron production rate in scintillator for muons of the appropriate mean energy,

and the material dependence of the muon-induced neutron production rate. Each of these

inputs are based on measurements, but their uncertainties are relatively large. The fast neu-

tron flux measurement and energy distribution presented in this thesis will add a result that
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Generally speaking, muon-induced neutrons produced
in a detector target or surrounding shield can be actively
vetoed in coincidence with the primary, depending on the
veto efficiency and specific detector geometry. Specific
examples are provided later in this paper.

3. Neutron energy spectrum

It is well known that the energy spectrum of neutrons
produced by muon spallation is uncertain [29,31,34,40–
42] and that data are scarce, particularly for studies rele-
vant for deep underground sites. Nonetheless, with refer-
ence to Fig. 16 and our previous discussion of the LVD data
sample obtained at Gran Sasso, the FLUKA simulations
[31,34,40] reproduce the data well once the data are ap-
propriately corrected for the quenching of proton-recoil
energy. Recently, Ref. [42] reported a measurement of
the muon-induced neutron energy spectrum using
190 GeV=c muon interactions on a graphite target. The
neutrons were observed by liquid scintillator detectors and
the neutron energy distribution was determined via time-
of-flight. The measured angular and energy distributions
agree well with the FLUKA simulation performed by
Ref. [31].

We derive the neutron energy spectrum for each experi-
mental site (Fig. 17) from the FLUKA simulation for the
neutrons produced in the rock and then emerge into the
experimental hall. The muons are generated locally for
each site as described in Sec. II and used as input to the
FLUKA simulation.

For each site we provide a convenient parametrization
based upon the following fitting function:

dN
dEn

� A�

�
e�a0En

En
� B��E��e

�a1En

�
� a2E

�a3
n ; (14)

where A� is a normalization constant, a0, a1, a2 and a3 are
fitted parameters, En is the neutron energy, B��E�� is a
function of muon energy and E� is in GeV,

B��E�� � 0:324� 0:641e�0:014E�: (15)

This parametrization is consistent with Ref. [31] and is
valid for En > 10 MeV. The fit parameters and the average
neutron energy for each site are summarized in Table VII.

4. Neutron angular distribution

The angular distribution of neutrons produced in the
rock by muons is shown in Fig. 18. As described in
Refs. [31,43], our simulations reproduce the expected for-
ward peak for those neutrons that are produced largely
through muon spallation whereas the secondary evapora-
tion of neutrons is predominantly distributed isotropically
along the muon track.
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FIG. 16 (color). The differential energy spectrum for muon-
induced neutrons as measured in the LVD experiment before and
after correcting for proton-recoil quenching effects described in
the text. All models shown are normalized to the uncorrected
LVD data point at proton-recoil energy of 0.4 GeV. Note that the
corrected data point at 0.4 GeV still overlaps with the uncor-
rected value since the quenching factor is close to unity at this
energy. The FLUKA simulations reproduce the shape of the
differential energy spectrum well following the correction to
the LVD data.
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FIG. 17 (color). The differential energy spectrum for muon-
induced neutrons at the various underground sites. The bin width
is 50 MeV.

TABLE VII. Summary of the fitting parameters describing the
shape of the differential energy spectrum of muon-induced
neutrons for the various underground sites.

Site hEi a0 a1 a2 a3

WIPP 62 MeV 6.86 2.1 2:971	 10�13 2.456
Soudan 76 MeV 7.333 2.105 �5:35	 10�15 2.893
Kamioka 79 MeV 7.55 2.118 �1:258	 10�14 2.761
Boulby 88 MeV 7.882 2.212 �2:342	 10�14 2.613
Gran Sasso 91 MeV 7.828 2.23 �7:505	 10�15 2.831
Sudbury 109 MeV 7.774 2.134 �2:939	 10�16 2.859

MUON-INDUCED BACKGROUND STUDY FOR . . . PHYSICAL REVIEW D 73, 053004 (2006)

053004-9

Figure 3.4: The differential energy spectrum for muon-induced neutrons at various under-
ground sites. The plot was made by Mei and Hime [14].

is unique in depth and energy. This will constrain the models used to predict fast neutron

fluxes underground and therefore improve neutron background estimates for current and

future experiments.
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Chapter 4

The SciBath Detector

In this chapter I describe the SciBath detector. I first discuss the original inspiration as a

prototype neutrino detector and give an overview of the SciBath operating principle as a

liquid scintillator detector with a grid of readout optical fibers. I then go into more detail

about the specific scintillator and optical fibers that were used to carry signals to the data

acquisition system, which digitizes these signals and handles data flow and organization in

preparation for analysis. In Sec. 4.7 I describe the SciBath LED calibration system before

describing the SciBath plumbing system, which was responsible for both liquid scintillator

and nitrogen gas handling, in Sec. 4.8. I end the chapter with a description the SciBath run

monitoring systems. A schematic and photograph showing major SciBath components can

be seen in Fig. 4.3.

4.1 FINeSSE

SciBath is a prototype of the proposed FIne-grained Neutrino Scattering Scintillator Exper-

iment (FINeSSE) [46]. FINeSSE was designed to take measurements of the cross sections

of the Neutral Current Elastic (NCel) and Charge Current Quasi-Elastic (CCQE) neutrino

interactions shown in Fig. 4.1. The ratio of these cross sections provides a direct measure-

ment of the strange quark contribution to the proton spin, ∆S, but requires a fine-grained
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detector for the precise reconstruction of outgoing 100 to 500 MeV proton tracks, which

travel O(10) cm in liquid scintillator. Unfortunately, neutrinos only interact through the

weak force, so interactions are rare and a large volume of scintillator is required. A quick

calculation noting that typical neutrino production rates are 106 ν cm−2s−1 and typical cross

sections are σ ∼ 10−39 cm2 gives a required detector of O(10) ton for a few interactions per

minute. The FINeSSE design was intended to tackle this challenge of an economically vi-

able O(10) ton detector with fine-grained tracking. SciBath will be used to demonstrate the

FINeSSE concept for a future proposal.

CCQE 
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νµ	
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W	

NCel 

ν	
ν	


p	
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Figure 4.1: Feynman diagrams for the Charge Current Quasi-Elastic (CCQE) and Neutral
Current elastic (NCel) neutrino interactions whose cross sections FINeSSE was designed to
measure.

4.2 Overview and principle of operation

The SciBath concept consists of a large, optically-open bath of liquid scintillator, which also

provides a target mass near 70 kg. High-energy neutral particles such as neutrinos, neutrons,

and photons then interact with the target mass and produce recoiling charged particles,

typically electrons, muons, or protons. These charged particles then induce scintillation in

the same target mass due to the added scintillator. The scintillation light is captured by

a periodic array of wavelength-shifting (WLS) fibers, which then re-emit light within their

interiors and guide it to a readout array of photomultiplier tubes (PMTs). The choice of
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scintillator and WLS fibers is intended to induce Stokes shifts to avoid strong attenuation

and to match the peak quantum efficiency spectrum of the PMT to maximize the signal. A

schematic of this process is shown in Fig. 4.2.

Liquid scintillator 

Wavelength-shifting 
fibers 

PMT 

Figure 4.2: Schematic showing the SciBath event detection principle for charged particle
detection. For a neutral particle to be detected it must interact in the scintillator and create
charged particle tracks.

An overview of the SciBath detector itself is shown in Fig. 4.3. The active liquid scintilla-

tor is a (0.45 cm)3 cube containing 82 L of mineral oil based liquid scintillator. The volume

is read out by 768 WLS fibers where each cardinal axis is read out by a square 16 × 16

array with one-inch spacing. Figure 4.4 shows schematics of the WLS fiber arrangement and

their placement inside the detector cube. Each fiber penetrates opposite ends of the 0.5 inch

thick aluminum walls of the detector cube. One end is glued with Emerson and Cuming

STYCAST 1266 epoxy to a brass plug which is secured to one aluminum wall, while the

other end is glued to a stainless steel piston that is mounted to the opposite wall and is free

to slide within a pair of rubber O-rings. The O-rings seal the detector against leaks, and the

piston motion allows for approximately 1 psi over-pressure to maintain fiber tension within

the cube. A purged N2 environment provides this overpressure and reduces gaseous oxygen

poisoning, which degrades light output in liquid scintillator. The entire liquid volume can
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be contained in an onboard 104 L reservoir, and the entire detector is easily transportable

as shown in Fig. 4.5.

Figure 4.3: Schematic and photographic overviews of the the SciBath Detector. The SciBath
detector cube and optical fibers are usually covered by protective panels, but those were
removed for this photograph. The LED calibration system (green boards) can be seen as
well as the optical fibers that guide their light to WLS fibers in the cube.

4.3 Scintillator

The liquid scintillator used in SciBath was mineral-oil based with 15% pseudocumene (1,2,4-

Trimethylbenzene, C9H12) by volume and 1.5 g / L PPO (2,5-Diphenyloxazole, C15H11NO).

This mixture was homemade and is very similar in composition to commercially available

liquid scintillators EJ-321L [47] and BC-517 H [48]. Our liquid scintillator does not contain
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(a) Wavelength-shifting (WLS) fiber grid
schematic.

(b) Detector cube schematic.

Figure 4.4: Schematics of the WLS fiber grid and the SciBath detector cube. The lower
front corners of the cube walls have been removed, exposing the WLS fibers inside.

Figure 4.5: The SciBath detector, data acquisition system, and supporting equipment loaded
in a moving truck for deployment at FNAL.
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tertiary wavelength shifters (e.g. bis-MSB, POPOP) like the commercial products. These are

added to increase attenuation lengths to O(5) m for large volume, long-optical-path-length

detectors. The optical path-length for optimal performance of SciBath is only O(10) cm.

For more details regarding the liquid scintillator selection and composition see Ref. [49].

Without wavelength shifters in the liquid, the peak scintillation emission wavelength is

in the UV near 370 nm, see Fig. 4.6. The attenuation length for scintillation light is & 1 m

which is adequate for SciBath WLS fiber detection and tracking.

The scintillator is in large proportion mineral oil whose density is 0.86 g / cm3 and index

of refraction is n = 1.476. The flashpoint of pseudocumene is 54.4◦C, which is low enough to

be considered a flammable liquid. Dilution with the relatively inert mineral oil ameliorates

flammability concerns. As a potentially flammable liquid, between two and four levels of

leak protection are used, three of which could contain all 104 L of liquid from the reservoir.

The scintillator is continuously circulated between the cube and reservoir under a N2

environment to prevent oxygen poisoning from quenching the scintillator light output. For

electron recoils and minimum ionizing muons, the scintillator light output was assumed to

be linear over the SciBath energy sensitivity range throughout the NuMI run. The light

yield is approximately 40-50% anthracene, yielding approximately 7000 photons per MeV

energy deposit.

4.3.1 Notes on mixing

Pseudocumene is toxic to humans and the environment [50]. Eyeshields, faceshields, and a

respirator or fume hood are recommended during handling. Pseudocumene is also chemically

aggressive and will dissolve plastic and rubber given enough time. This high reactivity was

utilized during scintillator mixing as the pseudocumene was used to completely dissolve the

PPO before adding the mix to mineral oil, which does not readily dissolve PPO.
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4.4 Wavelength shifting fibers

Custom St. Gobain BCF-99a [48] WLS fibers were used to convert the near UV scintillation

light to blue to better match the peak quantum efficiency of the PMT. Incident UV scintil-

lation light was absorbed in the core of the WLS fibers whose absorption spectrum is peaked

at λ = 345 nm. Figure 4.6 compares this absorption spectrum to the emission spectrum of a

liquid scintillator similar to ours, peaked at 370 nm. Fluorescent light is re-emitted isotrop-

ically inside a WLS fiber, and a small amount of fluorescent dye (∼ 200 ppm) is sufficient

to Stokes shift the light to an emission spectrum that is peaked at λ′ = 435 nm. The Stokes

shift is required to avoid self-absorption along the fiber, and the level fluorescence permits

attenuation lengths & 1 m. The WLS fiber shifted emission spectrum should be compared

to our photomultiplier tube efficiency spectrum, see Fig. 4.6.
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Figure 4.6: a) Emission spectrum for EJ scintillator (similar to ours), b) absorption (dotted)
and emission (solid) spectra of our (UB) WLS fibers, c) quantum efficiency of our PMTs.

The WLS fibers have a single polystyrene core with a 1.38 mm inner diameter and
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an index of refraction n = 1.60. Their inner cores are surrounded by a single layer of

polymethylmethacrylate (PMMA) which is 45 µm thick and has an index of refraction of

n = 1.49, and this is cladded with a second layer of fluorinated polymer with a thickness

of 15 µm and an index of refraction of n = 1.42. The total capture fraction of fluorescence

photons produced at the center of a WLS fiber is 5.6%, and this rises if the emission point

is closer to the step-index boundary of the cladding due to helical orbits. When convolved

with the attenuation length and halved due to the fact that we only read out one end of the

fibers, we expect a total capture fraction of approximately 3.75%.

4.5 Optical fibers

The WLS fibers were coupled and glued to clear ∼ 1 m optical fibers (St. Gobain BCF-98)

outside the Al detector cube. These fibers guided WLS fiber emissions to photomultiplier

tubes (PMTs) with effectively no attenuation. Each end of these fibers was fly cut with a

diamond-edged cutter to allow the best possible light transmission. The coupling to WLS

fibers utilized precisely machined 1 cm brass hollow cylinders that held the ends of the two

fibers together. To make this connection simpler, the optical fiber diameter was chosen to

match that of the WLS fibers. Nye OC-431A-LVP optical coupling gel was placed between

the mating fibers to further encourage optical transmission. The fiber coupling was me-

chanically reinforced with low melt-temperature hot glue wrapped in aluminum foil, which

allowed us to squeeze the hot glue along the brass cylinder and ∼ 1 cm of each fiber. The

64 fibers from each quadrant of each detector axis were bundled into a 16 × 16 array and

moulded into a StyCast square that was precisely aligned with the face of a 64-anode PMT.

4.6 Data acquisition system

The data acquisition system (DAQ) of a detector is responsible for converting physical phe-

nomena into digital numeric values that can be analyzed by a computer. In the case of
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scintillator detectors, the physical phenomena is scintillation light. In this section I describe

the photomultiplier tubes that digitize scintillation light signals as well as the readout elec-

tronics that perform zero suppression and handle data flow. I then go on to describe the

trigger modes in which the DAQ can operate, an extra “break-in” board that was used for

external signal input, and the method for clock synchronization of the readout electronics.

Figure 4.7 shows SciBath and its DAQ system in data-taking mode.

Figure 4.7: The SciBath detector with its data acquisition system complete for data-taking.
Pictured from left to right is the SciBath detector, a half rack with power supplies and trigger
logic, and the data acquisition computer.

4.6.1 Photomultiplier tubes

WLS fiber signals are converted to electronic signals by twelve Hamamatsu R7600-00-M6464-

anode photomultiplier tubes (PMTs) [51]. Each PMT contains 64 channels packaged into in

an 8× 8 array on a 25.7 cm × 25.7 cm square, with each channel at 2×2 mm. These PMTs

contain bialkali photocathodes sealed with borosilicate glass windows, and the wavelength

sensitivity is 300 nm to 650 nm peaking at 420 nm with a maximum quantum efficiency in

vacuum of 23%, see Fig. 4.6. PMT “base” boards mount directly to the PMTs and provide

38



the voltage divider circuitry. These boards were designed and assembled on-site at Indiana

University, though the actual PCBs were manufactured off-site. Figure 4.8 shows a PMT

next to its “base” board.

Figure 4.8: Hamamatsu 64 anode photomultiplier tube (face down, left) next to its voltage
divider “base” board (right), designed at Indiana University.

4.6.2 Integrated Readout Modules

Each PMT is mounted to an “Integrated Readout Module” (IRM), which can be seen in

Fig. 4.9 and Fig. 4.10 and serves as both the digital readout and physical mounting for the

PMT. The IRMs are Indiana-University designed, custom-built digitizers. They are housed

in an empty VME crate shell, but do not utilize standard VME power or connectivity.

Instead, the IRMs are externally powered and connectivity is established through 1-Gigabit

ethernet protocol. Figures 4.11 and 4.12 show the crates without and with mounted IRMs,

respectively. Each IRM digitizes 64 channels with 12-bit, 20 MHz flash analog-to-digital

converters (ADCs). Additional parsing and signal logic is performed with onboard FPGAs

and an ARM-9 microcontroller with an embedded linux kernel.

Fast PMT pulses are integrated and stretched in time with a “ringing-oscillator” shaping

circuit on the front-end DAQ electronics. This allows a single ADC to measure both the

amplitude and time of an incoming signal. The number of pre-trigger and total samples
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Figure 4.9: An integrated readout module (IRM). SciBath uses 12 IRMs to read out the
detector and perform low level analysis and buffering. Each IRM reads out 64 wavelength-
shifting fibers and has an integrated 64-anode photomultiplier tube (shown on the right side
of the board).

Figure 4.10: A PMT mounted to an IRM. The PMT housing ensures proper alignment with
the corresponding readout fiber bundles.
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Figure 4.11: Two VME crate “shells” that hold the integrated readout modules on the
SciBath detector and and align their PMTs with readout fiber bundle cookies (the black
rectangles). Also pictured is a board (lower left) that regulates power and clock synchro-
nization signals to the integrated readout modules through a ribbon cable.

Figure 4.12: VME crate “shells” filled with the full set of readout electronics, complete for
data-taking. Cables shown include high voltage to photomultiplier tubes (red) and ethernet
cables for data transfer (orange).
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per waveform pulse are customizable at runtime. Throughout the NuMI run, 5 pre-trigger

pulses and 20 total samples (20 · 50 ns = 1 µs) were recorded. Figure 4.13 shows two sample

waveforms.
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Figure 4.13: Two sample photomultiplier tube waveforms in SciBath. The standard photo-
multiplier tube signals have been modified by “ringing oscillator” shaping circuits.

4.6.3 Trigger modes

The DAQ can be operated in a variety of triggering modes. When internally triggered, the

DAQ can be gated by an external NIM logic pulse. In this mode data recording is triggered

for a particular channel when its ADC samples pass zero suppression logic, which requires

the ADC voltage difference between two samples 100 ns apart to be greater than the trigger

level. This trigger level can be individually set for each IRM, but due to gain matching the

trigger level is generally held constant. Zero suppression can be turned off (no triggering)

and the DAQ externally triggered, which is useful during LED calibration.

4.6.4 Break-in board

An additional IRM “break-in” board was constructed to accommodate up to 7 additional

auxiliary signals into the DAQ data stream. The break-in board was used to record the

various beam triggers during our NuMI and MI-12 deployment that were used to construct
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our trigger. Additionally, this board added beam trigger signals to our data, allowing timing

cuts with reference to NuMI beam pulses. Though initially designed to handle NIM standard

logic pulses, we found very little signal shape degradation and spectroscopic measurements

have been made on liquid scintillator samples, though not in connection with this analysis.

4.6.5 Integrated Readout Module clock synchronization

Each IRM has its own internal clock, derived from a 25MHz crystal oscillator, used to drive

its FPGAs, memory, etc. However, since data from a single event is handled by multiple

boards, the clock that drives the 20 MHz flash ADCs must be common between boards and a

common synchronized counter must be implemented. This is accomplished via an additional

home-built board that is housed in the VME crates. This “clock-board” distributes this

common 20 MHz clock on a simple ribbon cable bus along with 48 V power. All IRMs must

be placed in a “listening” mode before the synchronization signal is sent which sets the clock

counter to zero. External data triggering and gating signals are also forwarded on to the

IRMs through this additional “clock-board.”

4.7 LED calibration system

In Section 4.5 I described the optical fibers that were connected to one end of the WLS fibers

and guided scintillation light to PMTs. The other ends of the WLS fibers also protrude

from the detector cube and are similarly coupled to clear optical fibers that then mount

to twelve “LED pulser boards.” Each of these boards powers 64 Lite-On (part number:

LTL1CHTBK2) blue (peak wavelength: 468 nm) LEDs (768 total) that can be set to fire

light pulses into the fiber system, and thus the entire DAQ. A schematic of this system is

shown in Fig. 4.14 and a photograph of a LED pulser board and its optical fibers is shown

in Fig. 4.15. The frequency of these pulses is controlled by a NIM signal from a function

generator and their intensity is set and adjusted by the DAQ computer. This system allowed
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calibration of the PMTs by studying the Poisson structure of low light pulses, see Sec. 6.1.2.
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Figure 4.14: Schematic of the LED calibration system showing from left to right: pulsed LED
system, LED end optical fibers, WLS fibers inside the detector cube, readout end optical
fibers, and a PMT.

These pulser boards and their custom power supply were designed and built at Indiana

University. The twelve boards mount directly to the frame of the detector and are all inter-

connected through a “daisy chain” of power, serial (for control signals), and NIM (LEMO,

for triggering) cables. Since the LEDs are able to produce relatively high intensity light,

smaller and more flexible 0.5 mm diameter St. Gobain BCF-98 optical fibers are sufficient to

guide LED light to WLS fibers. Fiber connections are also not as particular as was required

for the readout optical fibers. The fiber ends were fly cut with a diamond-edged cutter like

the readout fibers, but are simply held against the LEDs on one end and the WLS fibers on

the other without the use of optical grease. To hold the LED pulser optical fibers against

the WLS fibers a hollow aluminum cylinder is used, similar to the cylinders used on the

readout optical fibers. The cylinders on the LED side, however, have two different inner

radii to match the 0.5 mm diameter of the clear optical to the 1.5 mm of the WLS fibers.
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Figure 4.15: LED calibration system boards and their corresponding optical fibers.

The optical fibers were then held to the aluminum cylinder and the LEDs with a simple

silicone adhesive. Four lengths of optical fiber were used in an arrangement to minimize

physical strain on the fibers and their couplings.

4.8 Plumbing

SciBath has a relatively complex plumbing system that ensures the active liquid scintillator

is pure, keeps the WLS fibers taut, and allows safe transport and storage of the scintillator.

The system can be divided into two subsystems: liquid and gas. The entire plumbing system

is diagramed in Fig. 4.16.

4.8.1 Liquid scintillator plumbing

The SciBath detector cube needs to remain full of clean scintillator during data-taking. This

is accomplished by constantly pumping scintillator from the 103.5 L reservoir to the 81.7 L
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Figure 4.16: Schematic of the the SciBath nitrogen and liquid scintillator plumbing systems.
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detector cube. The scintillator is pumped into the bottom of the cube and excess is allowed

to drain from the top of the cube back down to the reservoir tank. In this way scintillator

is constantly, though slowly at about 0.3 L min−1, circulated between the reservoir and the

cube. Along with ensuring that the cube is completely full of scintillator, this method also

filters the scintillator during circulation.

The valves and connectors used for the plumbing system are primarily brass Swagelok [52]

fittings. The current pump is a Fluid-o-Tech MGFR [53] pump with a 9 mm gear, but

through the NuMI run an Autoclude model EV peristaltic pump was used. This pump was

replaced because it slowly split its verderprene hoses and thus risked scintillator leakage.

During the NuMI run these hoses had to be checked daily and replaced every week or two.

It was suggested that pseudocumene in the scintillator was causing the hoses to swell and

thus not seat properly in the pump, though this was not verified as the cause for the hose

damage.

SciBath has between two and four levels of scintillator containment for possible leaks,

depending to the location of the leak. Some seepage from the WLS fiber mounting pistons

in the detector cube occurred during the NuMI run. This scintillator was directed to a jug

inside the detector frame via a homemade gutter system. The bottom panels of the detector

are liquid tight and of a volume such that the entire 103.5 L reservoir tank of scintillator can

be contained. The entire detector is also placed inside of two New Pig [54] Collapse-A-Tainer

spill containment systems, each of which can contain the full 103.5 L. Thus leaks from the

detector cube have four levels of containment while leaks from the reservoir tank have three.

The pump is mounted to the exterior of the detector, however, and therefore has two levels

of leak containment.

The scintillator plumbing system can be configured for at least five modes of operation.

During cube filling and data-taking all liquid valves except L5 are opened and the pump is

on. During cube draining valves L1 and L2 are closed, valves L3, L4, and L5 are opened and

the pump is powered off allowing the cube to drain by gravity alone. To add scintillator to
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the detector valves L1, L3, and L4 are closed, valves L2 and L5 are opened, and a pipe to

the new scintillator is connected to the appropriate tee by the pump. To remove scintillator

the same procedure is used except valves L1 and L2 are opened and closed, respectively, and

the output pipe is connected to the other tee near the pump. For storage or transport all of

the scintillator is drained into the reservoir and all of the liquid valves are closed.

4.8.2 Nitrogen plumbing

The SciBath nitrogen system has two purposes: to maintain a slight overpressure and to

purge oxygen from the scintillator. The slight overpressure of roughly 1 psi causes the WLS

fiber mounting pistons to slide slightly and thus pulls the WLS fibers taut, allowing the most

accurate topological event reconstruction. Oxygen causes quenching in liquid scintillator and

thus lowers the light output. This and other impurities are removed by bubbling nitrogen

through the scintillator in the reservoir tank. This bubbling was done at the beginning of

the NuMI run and since nitrogen was continually flowing over the scintillator during data-

taking, there was thought to be no opportunity for oxygen to enter the scintillator. In

practice, however, some oxygen made it into the scintillator when peristaltic pump hoses

were checked or replaced, though it is unclear exactly what effect this may have had.

Operation of the nitrogen system includes only two modes: bubbler on or bubbler off.

To use the bubbler simply open valve G3 and close valve G2 with sufficient input pressure.

Reversing these valves gives the standard data-taking mode where nitrogen flows over the

scintillator but the bubbler is not used. As a safety measure, under- and over-pressure release

valves were installed.

4.9 Monitoring

The SciBath remote monitoring system was developed to allow researchers to check in on

the detector without needing to be physically present. This allows researchers to verify
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successful running and data collection as well as to ensure the detector presents no safety

hazards. Throughout the NuMI run a researcher logged in to the SciBath DAQ computer

using Virtual Network Computing (VNC) roughly every six hours and filled out an electronic

monitoring log. Through this connection the researchers could access the run control GUI,

Fig. 4.19, which gives the running status of the DAQ system as well as the most recent entires

in the DAQ syslog. The diagnostic shown in Fig. 4.20 shows real time data characteristics

including event rates, PE distributions, and errors. Figure 4.21 shows a similar diagnostic

that is created at the end of each run and provides run summary statistics. To monitor the

physical aspects of the detector, two web cameras were installed on the DAQ system local

network. Example snapshots from these can be seen in Figs. 4.17 and 4.18. These cameras

allow monitoring of the level of scintillator in the reservoir tank, the nitrogen flow rates,

the internal pressure, the pump activity, and the temperature and humidity at the detector

location.

Running a liquid scintillator detector underground requires extra safety precautions. In

particular, fire and scintillator leakage are very hazardous. A smoke detector was installed

with an interlock to power down the detector in case of fire. The best way to check for

scintillator leaks during running is to ensure the pump is always on (so the cube is always full)

and closely monitor the level of scintillator in the reservoir tank. The reservoir level gauge

is sensitive to about 0.1 L, so a loss of 0.5 L of scintillator would be obvious. Additionally,

the webcam in Fig. 4.17 should be positioned such that it can monitor the exterior leak

containers.
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Monitoring 
•  Dual camera monitoring (plumbing & IRMs) 
•  Agilent power supply web controllable 
•  Full run control and  

monitoring available 
remotely 

•  24/7 monitoring 
•  Expert on call within  

30 min of detector 

All Experimenters Meeting, FNAL December 19, 2011 Figure 4.17: The view from one of two webcams with which SciBath can be monitored
remotely. Two external leak containers can be seen underneath the detector (one yellow,
one black).

Monitoring 
•  Dual camera monitoring (plumbing & IRMs) 
•  Agilent power supply web controllable 
•  Full run control and  

monitoring available 
remotely 

•  24/7 monitoring 
•  Expert on call within  

30 min of detector 

All Experimenters Meeting, FNAL December 19, 2011 Figure 4.18: The view from one of two webcams with which SciBath can be monitored
remotely. The two gauges at the top center give the internal pressure; the three gauges at
the right give the N2 flow rates; the white gauge to the left gives the time, temperature,
and humidity; and the digital gauge at the bottom right gives the scintillator level in the
reservoir tank.
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Figure 4.19: The SciBath run control GUI, which also gives the run status during monitoring.
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Figure 4.20: This diagnostic output for real time run monitoring provides run summary
statistics including event rates (top and left), error reports (right), and fiber-by-fiber response
summaries (bottom).
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Figure 4.21: This run summary diagnostic provides PE, multiplicity, event count, and wave-
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Chapter 5

The NuMI Run

The analysis I present in this thesis was based on data from the “NuMI run.” This run was

named after the Fermi National Accelerator Laboratory (FNAL) beamline on which SciBath

was placed. In this chapter I describe the MINOS near detector hall, at which SciBath was

located, as well as the basic characteristics of the NuMI neutrino beam. I also provide a

summary of the beam output and describe the MI-12 run, which provided calibration and

validation data for this analysis.

5.1 The MINOS near detector hall

The SciBath NuMI data was taken in the MINOS near detector hall at the Fermi National

Accelerator Laboratory (FNAL). The hall was built to house the near detector for the Main

Injector Neutrino Oscillation Search (MINOS) experiment, though it is also the site of the

MINERνA detector. The hall is 100± 5 m underground and along the Neutrinos at the Main

Injector (NuMI) beamline about 1 km downstream of the beam target, see Fig. 5.1. This site

therefore allows study of both beam-correlated and beam-uncorrelated particles. Figure 5.2

shows SciBath being lowered into the hall by crane. The surrounding bedrock is composed

of dolomite and, to a lesser degree, shale and siltstone with a density of 2.43± 0.19 g cm−3

depending on the specific location and groundwater content [55].
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To more easily compare with other sites, the depth of the hall can be expressed in the

units of meters water equivalent (m.w.e.). For standard rock with a flat overburden, the

conversion is 2.65 m.w.e. per meter of rock. In these units the MINOS near detector hall is

265± 27 m.w.e., where the error is estimated based on the uncertainties in the rock density

and depth.

Figure 5.1: Side view of the NuMI beam line at FNAL. On the left side is the iconic Wilson
Hall and on the right side is the MINOS hall, where SciBath was deployed. The dotted line
represents the NuMI beamline.

Figure 5.2: The SciBath detector being lowered to the MINOS near detector hall at FNAL.
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5.2 The NuMI beam

SciBath was around 5 mrad off axis of the NuMI neutrino beam. A fraction of the protons

from the FNAL Main Injector beam at 120 GeV are fired onto a carbon target. This

produces secondary mesons that are then focused by two magnetic horns. Neutrinos (and

antineutrinos) are created by the leptonic decay of these mesons in flight along the 675 m

decay pipe. A hadron absorber and 250 m of rock then absorb all particles of the beam

except the neutrinos. Beam pulses were 10 µs wide and occurred every 2.1 s during normal

operation. The internal time structure of the pulses is shown in Fig. 7.10. A trigger signal

preceded each beam pulse by 214 µs, which was recorded along with the data. This allowed

inclusion or exclusion of beam-correlated data during analysis. Throughout the NuMI run

the beam was configured in low energy neutrino mode.

5.3 NuMI run summary

The SciBath NuMI run occurred during October, November, and December of 2011. The

detector was loaded into a U-Haul truck, see Fig. 4.5, and moved to FNAL on October

3, 2011. Over the next two weeks the detector was installed in the MINOS near detector

hall, see Fig. 5.2, and necessary training and safety approvals were acquired. Calibration

running started on October 18, 2011 and continued through November 3. Production data

was taken from November 4 through December 21, 2011. This data was recorded at a 0.5 PE

(per channel) threshold and resulted in a 6 kHz singles rate. Data was taken continuously

(24 hours a day, seven days a week), allowing collection of beam-correlated and beam-

uncorrelated data simultaneously. SciBath ran in this mode for seven weeks and collected a

total of 6.5 TB of data. Initial estimates predicted around 400 neutrino events and 400 cosmic

neutron events, about 10 neutrons per day, in SciBath over this period. With the final cuts,

166 neutrons were counted in our target energy range. Neutrino analysis has not been done

at this time.
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5.3.1 NuMI beam output summary

The output of the NuMI beam is measured by the number of protons that hit the carbon

beam target, commonly called protons on target (POT). The effective total POT collected

by SciBath during the NuMI run was estimated by adding POT recorded in the MINOS

database for the relevant time period and scaling by the detector average live time efficiency.

While operating, SciBath took a series of 10 minute runs, each live 100% of the time. Some

time was lost between runs, reducing the detector ideal live time efficiency to 95%. In

practice, the live time for a given day was possibly less than 95% of 24 hours due to calibration

or erroneous runs. The effective live time efficiency was calculated for each day and multiplied

by the beam output as recored in the MINOS database. Summing this product for the days

of the NuMI run gave a total observed beam output of 5.21× 1019 POT. Figure 5.3 shows the

total POT observed versus time for the NuMI run. After this analysis 2.29% of the data set

was discarded due to further possible errors. These discarded runs were spread throughout

the run period and thus the loss to live time and beam output observed was applied as a

simple scale factor. Thus the final beam output observed was (5.1± 0.1)× 1019 POT with

an effective live time efficiency of (87± 2)%. The error was estimated based on the number

of runs that could have been discarded twice: once when counting daily live times and again

when when the additional 2.29% was removed.

5.4 The MI-12 run

Following the NuMI run SciBath took a separate measurement of neutrons at FNAL for a

separate experiment. Neutron rates near the Booster Neutrino Beam (BNB) target in the

MI-12 target building are a background for an off-axis, low-energy neutrino source to be used

for CENNS, an experiment to measure of coherent neutrino scattering on liquid argon [56].

From March to May 2012, the detector was placed approximately 20 m behind the the BNB

target in the MI-12 target building. The detector ran for about two months gated for 20 ms
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Figure 5.3: Cumulative protons on target (POT) versus time during the NuMI run.

for each beam pulse. The beam consisted of approximately six 1.6 µs micro-pulses at a

repeating rate of 15 s−1 per macro-pulse, and each macro-pulse came approximately once

every 2.1 s. Improvements in the DAQ allowed SciBath to record over 95% of all beam pulses

in the 5.5 week production data run. The total POT for production runs was 3.50× 1019

and an additional 4.08× 1018 were recorded during a one week beam off-target systematics

check. Because data collection was gated, the detection threshold was lowered to 10 ADC

channels per fiber which is nominally 1/3 PE. At this threshold, the total event rate was

approximately 10× 103 s−1 which yielded 2.5 TB of total data.
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Chapter 6

Analysis Methodology

A great deal of analysis is required to uncover the physical measurements hidden in the

large raw data sets of particle physics experiments. Indeed the vast majority of the data

recorded during the NuMI run was the result of physical processes in which we have no

interest: background particle interactions, PMT noise, electronics noise, etc. This chapter

describes the analysis that allowed us to separate the target data from the background data

and interpret it as a physical measurement.

In the first section I describe how SciBath events were constructed. In the next three

sections I discuss how we were able to use event time, energy, and topology to identify

candidate muon and neutron events; though as with most particle physics experiments,

some background events were misidentified as muon and neutron events. In Section 6.6 I

describe how a background subtraction was performed to remove the number and spectra

contributions of the misidentified events, leaving only the number and spectra of target

interactions. In the final section I describe the Monte Carlo simulation that was used to

interpret the final event counts as physical measurements.
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6.1 Event building

The SciBath readout electronics output data as a series of time ordered PMT hits. In this

section I describe the analysis that was done to interpret these hits as “events,” which are

intended to represent a single particle interaction or a series of interactions that occur rapidly

in time, within 300 ns. In the first subsection I describe how PMT waveforms were fit to

accurately identify the hit time and amplitude. In the second subsection I describe the

analysis that determined how hit amplitude related to the number of photoelectrons (PEs)

released on the photocathode, which corresponds to the number of scintillation photons

captured by a single WLS fiber inside the detector cube. In the third and fourth subsections

I then describe how a minimum number of PMT hits were grouped by time into events.

6.1.1 Waveform fitting

A waveform is a set of analog-to-digital converter samples that reproduce a single photomulti-

plier tube (PMT) pulse. Sample raw waveforms from SciBath can be seen in Fig. 4.13. Anal-

ysis of these waveforms provides the reconstructed time and integrated amplitude (charge)

of a PMT pulse. The “ringing oscillator” shaper circuits on the SciBath readout electronics

give waveforms the form

f(t) = −A exp

(
t− t0
τ

)
sin(ω(t− t0)) +B, for t > t0. (6.1)

Here A is a scale parameter that depends on the amplitude of the PMT pulse, t0 is the start

time for the pulse, τ and ω are parameters set by the readout circuit, and B is the ADC

level when no pulse is present.

A waveform fitting analysis was applied to all PMT pulses, also known as “hits,” that were

included in the production data set. This procedure, optimized for accuracy and computation

time, provided a hit time and amplitude for each PMT pulse with resolutions 5 ns and

0.5 PEs, respectively. In practice, a parabolic fit function was used to fit the waveform
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in the region of the minimum ADC value instead of the full function (Eqn. 6.1). This

simplification allowed for an analytical solution instead of a numerical fit, saving copious

CPU-time. Once a fit was performed, the time and ADC value of the minimum of the PMT

pulse were calculated as

tmin = − b

2a
, ADCmin = at2min + btmin + c, (6.2)

using the solution from the fitted parabola of the form at2 + bt + c. The hit amplitude (in

units of ADC channels) was then calculated as

hit amplitude = B − ADCmin, (6.3)

where the baseline B was simply the average ADC value of the samples before the PMT

pulse, the first five readings in Fig. 4.13. The start time of the pulse, t0, was calculated

based on the form of Eqn. 6.1 as

t0 = tmin −
arctan(τω)

ω
. (6.4)

This result can be easily derived by requiring the minimum Eqn. 6.1 to occur at tmin. The

parameters τ and ω were found by fitting thousands of waveforms with Eqn. 6.1 and taking

the mean of their τ and ω distributions. The χ2 test was used with Eqn. 6.1 to calculate a

quality-of-fit value. Sample waveforms displaying relevant fit results can be seen in Fig. 6.1.

Further details regarding the waveform fitting method can be found in Appendix C.

6.1.2 Photoelectron calibration

An ideal photomultiplier tube (PMT) produces discrete voltage output according to the

number of photoelectrons (PEs) generated on the photocathode. Unfortunately, readout

electronics do not measure the number of PEs directly because a signal of just a few electrons
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Figure 6.1: Examples of waveform fitting. The red curve shows a fit with Eqn. 6.1. The
green line indicates the fitted start time and the blue point indicates the minimum of the
pulse, which was used to calculate the pulse amplitude.

is too weak. Instead the PEs create an avalanche of electrons inside a multiplier tube

and the integrated charge of this signal is digitized by the DAQ through an Analog-to-

Digital-Converter (ADC). Thus, the fundamental unit of scintillation detectors’ response is

integrated charge, measured in ADC channels. Physically, the number of PEs is a better unit

for detector response because it is not altered by the statistical variation in PMT gain. A

method was generated to reconstruct the number of PEs at the photocathode as a function

of the size of the PMT pulse as measured in ADC channels.

As is typical of particle interaction counting, the distribution of PEs produced from a

mono-energetic light source is Poisson. In any real photomultiplier tube, however, the output

for any (discrete) number of PEs is smeared by statistical variations in photomulitplier gain,

assumed to be Gaussian distributed. With this in mind, signal response (in ADC channels)

was calibrated to PEs by pulsing each of the 768 SciBath PMT channels around two thousand

times with the SciBath LED calibration system, described in Sec. 4.7, and fitting the resulting

output with a Gaussian-smeared Poisson distribution with 3 parameters: the Poisson mean,

a scale factor for the standard deviation for gaussian smearing of all PE response greater

than zero, and the ADC-to-PE calibration factor which quantified the calibration. Figure 6.2

62



provides a pair of sample fits. The light output of the LEDs was set to generate a mean

response between 0.7 and 2.3 PEs to allow a statistically significant response that shows the

Poisson structure. If the PMT response were higher the output would look more Gaussian

and the degeneracy between the mean PE response and the calibration factor (ADC response

per PE) would be impossible to resolve.

Each PMT was gain matched by adjusting the PMT high-voltage between 750 V and

850 V until this fit method resulted in 30 ADC channels in the DAQ, corresponding to the

1 PE peak, on average over all 64 channels. Variation of this calibration factor channel-

to-channel across each PMT was assessed with the same method. This individual PMT

channel calibration was performed at Indiana University before taking data at FNAL and

twice during data-taking at FNAL. Unfortunately we had problems with the LED calibration

system power supply immediately after the move to FNAL, so the first PE calibration at

FNAL was performed two months into the three month run. The second calibration at

FNAL was performed at the end of the run, immediately after data-taking ended. Over the

course of the data run gains were found to be stable to within 10%.

6.1.3 Event grouping

The output from the SciBath readout electronics (IRMs) was simply a time ordered list of

PMT hits, each of which consisted of a timestamp and a waveform (with extracted time and

integrated charge). In order to reconstruct the particle interactions that generated these

hits, they were grouped into “events,” defined as a collection of hits that are expected to

result from a single particle interaction. The event grouping process is illustrated in Fig. 6.3.

The earliest hit of the run started the first event. All hits less than 300 ns after this first

hit were grouped into the first event. The first hit to occur after this 300 ns window started

a new event and the event building process repeated. In this way, generally all hits that

occurred within a 300 ns window were grouped into an event. The 300 ns group timing was

chosen to maximize the likelihood that all of the hits related to a particle interaction would
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Figure 6.2: Histograms of the number of LED pulses versus hit charge as measured in
analog-to-digital converter channels. The curve is a Gaussian-smeared Poisson function with
Poisson mean “mu” in photoelectrons (PEs) and Gaussian sigma equal to “sigscale” times
the number of PEs. The peaks at 40 ADC channels are the one-PE response. A potential
two-PE response is barely visible in the lower plot at 75 ADC channels.
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be collected in one event while also minimizing the number of particle interactions that were

divided into two events, as shown by events 3 and 4 in Fig. 6.3. The time of an event was

defined as the time of its earliest hit and the charge of an event was defined as the sum of

the charges of its hits.
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Figure 6.3: Diagram of the event building process. The first hit opens a 300 ns time window
and all hits within are grouped into the first event. The first hit to occur after this window
opens its own time window for the second event, and the process repeats. Event 1 is likely
caused by PMT noise. Event 2 represents a typical event in SciBath. Events 3 and 4 show
how a random PMT noise hit preceding a particle interaction can split the resulting hits
into two separate events. The PMT noise rate is such that event splitting is rare; it is shown
here simply to illustrate the event grouping method.

6.1.4 Multiplicity

Multiplicity is defined as the number of PMT hits grouped into a given event. It is strongly

correlated with the energy deposited in the detector, as shown in Fig. 6.4. For the most part,

this parameter has not been crucial to the analysis due to its redundancy with event energy.

One exception is the cut of multiplicity greater than or equal to six that was applied. This

cut removes very low energy events from our analysis, but it also removes events generated
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by PMT noise and reduces the data set to a more manageable size. As examples, Events 1,

2, 3, and 4 in Fig. 6.3 have multiplicities of 2, 13, 12, and 5, respectively. Therefore events

1 and 4 would would fail the multiplicity cut and be excluded from this analysis.
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Figure 6.4: Event energy versus event multiplicity for 1/40 of the NuMI data set. The
linearity indicates a strong correlation of roughly 2 PEs per PMT hit, on average.

6.2 Timing analysis

In Sec. 2.4.4 I motivated neutron identification and reconstruction by looking for separate

scattering and (delayed) capture events. Any such correlation analysis must pay close at-

tention to the timing of events.

Individual PMT hits are labeled with a timestamp from the IRMs, see Sec. 4.6.5, with

50 ns precision and a timestamp from the DAQ computer with 1 s precision. The IRM

timestamp is much more precise, but its clock resets after 214 s, less than the NuMI default

run time of 10 min. The DAQ timestamp is required to sort events greater than 214 second

apart and provide global timing. Once a hit waveform was fit its time was adjusted according
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to the fitted start time of the PMT pulse. The time of an event was then defined as the lowest

hit time of any of the hits in that event. Break-in-board signals were assigned timestamps in

the same manner, though they were not grouped into events. The first and last 5 s of each

run were cut as IRMs may have been starting or stopping data-taking during this period

causing incomplete detector response.

6.2.1 Cosmic event timing

One of the most basic cuts in the cosmic neutron analysis was the removal of events that

could have been correlated to the NuMI beam. This was done by requiring the time difference

between a cosmic neutron candidate event and the most recent beam trigger (214 µs before

a beam spill) to be greater than 2 ms. Correlated events were identified as primary neutron

or muon candidate events followed by neutron capture candidate events within a 200 µs time

window. A schematic of the cosmic timing cuts is shown in Fig. 6.5.
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Figure 6.5: Timing analysis for cosmogenic neutron capture correlated events. An event well
after any NuMI beam pulse that passes energy and topology cuts was considered a cosmic
neutron or muon primary candidate and opened a 200 µs window to search for neutron
capture candidate events.

6.2.2 Beam correlated event timing

The beam correlated neutron analysis required neutron scattering (primary) events to occur

within the 10 µs beam window. Correlated neutron capture (secondary) candidate events

were then required to occur in a 450 µs window following the beam window, see Fig. 6.6. In

reference to the time of the most recent beam trigger, scattering candidates were required
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to occur between 213 µs and 224 µs and all capture candidates to occur between 229 µs

and 663 µs. Additionally, the time difference between a neutron primary and its correlated

secondary, ∆T, was required to be between 16 µs and 450 µs. This time difference cut cleans

up the ∆T spectrum by removing the “ramping” structure cause by primary events that

occur later (earlier) in the beam window having more phase space for shorter (longer) ∆Ts

than primary events that occur earlier (later) in the beam window.
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Figure 6.6: Timing analysis for beam-correlated neutron events. An event during a NuMI
beam pulse that passes energy and topology cuts must be followed by a neutron capture
candidate in a 450 µs window (“n capture”) that starts 5 µs after the beam pulse.

6.2.3 Hit time average and σ cuts

Each event is composed of multiple (at least six) hits, each of which with its own time.

The average and standard deviation (σ) of these hit times were calculated for every event,

see Figs. 6.7 and 6.8. To remove erroneous events, neutron and muon primary candidate

events were required to have a hit time standard deviation less than 100 ns. Neutron capture

candidate events were required to have a hit time average and standard deviation less than

40 ns. This relatively tight cut on the neutron capture events substantially reduced their

background.

6.3 Energy analysis

The amount of energy deposited in the detector, as interpreted by the number of PEs detected

by the PMTs, is a powerful indicator of the type of particle interaction that created an event.
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Figure 6.7: Distribution of average hit time within an event for all cosmic data that deposited
more than 12.5 PEs of energy. Neutron capture event selection required average time less
than 40 ns.
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Figure 6.8: Distribution of hit time standard deviation within an event for all cosmic data
that deposited more than 12.5 PEs of energy. Neutron scatter and muon event selection
required σ less than 100 ns while neutron capture event selection required σ less than 40 ns.
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The specific energy cuts for the measurements of this analysis are listed in Table 6.1. In

this section I go beyond the event identification cuts to describe how we calibrated energy

deposits as measured in PEs to the more recognized units of MeVs. In the case of neutron

elastic scattering events, this required special consideration of the known effects of proton

quenching, which I discuss in the second subsection.

6.3.1 Calibration based on minimum ionizing muons

At the end of the event building process, Sec. 6.1, only an indirect measure of event energy

was known: the total photoelectrons collected. Simulation was used to reconstruct the

deposited energy for events based on their photoelectron response and the type of interaction

expected.

Using the Geant4 Monte Carlo simulation described in Sec. 6.7, cosmic muons were

simulated and the average energy deposited was found to be 82 MeV. Using the measured

NuMI cosmic photoelectron response spectrum in Fig. 6.9, the peak at 420 photoelectrons

was identified as the response to minimum ionizing muons. The SciBath energy response

was calibrated based on this comparison as 82/420 = 5.1 MeV/photoelectron.

Figure 6.9: Photoelectron spectrum for all events in the NuMI beam. Minimum ionizing
muons are responsible for the peak at 400 PEs.
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6.3.2 Quenching of proton response

Naively one may assume the light output of scintillator to be directly proportional to the

amount of energy deposited. Quenching in scintillator describes the observed nonlinearity of

light output from a charged particle track as a function of particle type and stopping power,

dE/dx [21]. The 2.2 MeV photon resulting from neutron capture interacts with scintillator by

Compton scattering. The recoiling electron from Compton scattered generates a detectable

scintillation signal. Conveniently, quenching of electrons can be ignored in this analysis

because it is only observed at energies below 125 keV [21], below our threshold. Quenching

must be considered, however, to reconstruct the energies of recoiling protons from neutron

elastic scattering, our primary neutron signal.

The characterization of proton quenching in liquid scintillator as measured by Braizinha

et al. [57] was used for this analysis. They measured the light output for four scintillators as

a function of proton energy and fit the data with Birks’ law [58] plus an additional quadratic

term suggested by Chou [59]. The form of the fit is:

L(E) =

∫ E

0

dε

[
1 + kB

(
dE

dx

)
+ C

(
dE

dx

)2
]−1

. (6.5)

Braizinha et al. reported values kB =9.2× 10−3 g cm−2MeV−1 and C =1.6× 10−6 g2cm−4MeV−2

from their fit to the data in their Table 1 for scintillator BC-517H, which is similar to the

SciBath scintillator. Using the NIST PSTAR [60] to generate values for the proton stopping

power as a function of energy, the energy calibration described in Sec. 6.3.1, and Eqn. 6.5,

the following conversion from photoelectron response (PE) to proton energy deposited (E)

was generated:

E(PE) = 7.766 + 0.27953(PE)0.96. (6.6)

This energy calibration was used for neutron scattering candidate (primary) events. All

other events were calibrated in energy as described in Sec. 6.3.1.
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6.4 Topology analysis

The SciBath detector was designed for fine-grained topological analysis. Particle interac-

tions are reconstructed based on light guided by a three dimensional grid of optical fibers,

see Fig. 4.4. In this arrangement each fiber hit provides a two dimensional position recon-

struction and the full grid is easily visualized as three two dimensional projections, as shown

in the event displays in Fig. 6.10. The fibers have been categorized by the dimension with

which they are aligned: x-fibers are those that run parallel to the x-axis, y-fibers are those

that run parallel to the y-axis, etc. See Fig. 4.3 for the definition of the SciBath coordinate

system.

In this section I describe the analysis methods used for event identification based on the

SciBath topology. I first describe event cuts requiring energy response in three dimensions

and event positions within fiducial volumes. I then give an overview of the eigenvalue analysis

that was used to reconstruct particle tracks and to separate muon and neutron events.

6.4.1 Required energy response in three dimensions

Since each fiber runs across the length of the detector, each parallel set of fibers can only

report position information for the two dimensions that are perpendicular to those fibers.

For example, an x-fiber hit is located at a particular y and z location (the position of the

fiber), but could have originated at any x because the fiber spans all of x. To be able to

reconstruct a particle interaction in three dimensions at least two sets of fibers were required

to contain a hit. Looking at a SciBath event display, Fig. 6.10, this cut requires at least two

of the three projections to show a response. This cut was applied to all data in this analysis,

but was significant only for lower energy interactions.
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(a) Event display for a muon candidate event.

(b) Event display for a neutron scattering candidate event.

Figure 6.10: Sample SciBath event displays. The image at the top center shows the SciBath
coordinate system. The plot on the lower right shows the hit time distribution within the
event. Basic event and analysis summary information is included at the top right.
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6.4.2 Fiducial volume cuts

Fiducial volume cuts were used in each of the calculations discussed in this thesis. A fiducial

volume cut requires that an event occur in an interior volume of the detector. For the muon

flux analysis of Sec. 7.2 these cuts were used to avoid inaccurate reconstructions due to edge

effects of the detector. These edge effects could be caused by reflections of light off of the

aluminum walls of the detector cube or variations in WLS fiber density at the edge of the

fiber grid. For the neutron capture detection analysis these cuts were additionally used to

reduce the background event rate, which was higher near the edge of the detector where low

energy particles tend to interact. The specific fiducial cuts used can be found in Table. 6.1,

where two methods are noted: the box method and the sphere method.

Box method

The box fiducial method simply requires the average position of an event to be within a

cube of adjustable size centered in the detector. This requirement was only used for neutron

capture events where the fiducial cube was 31.7 cm on a side. Comparing to the full detector

size, this is a 50% volume cut.

Sphere method

The sphere fiducial cut was used for muon events only. It required a muon track, recon-

structed using the eigenvalue analysis of Sec. 6.4.3, to pass through a sphere of variable

radius centered in the detector. Note that the average position of the energy response may

not be within this sphere. For the muon flux measurement a sphere of diameter 31.7 cm was

used, making the fiducial sphere volume 26% of the detector cube volume.

6.4.3 Eigenvalue analysis for SciBath topology

Given a set of points, α, with associated masses, mα, one can calculate the directions of their

principle axes and the corresponding principle moments of inertia. This is done by building

74



the inertia tensor, T , and solving the characteristic equation

det(T − λI) = 0, (6.7)

where I is the unit matrix and the roots, λ, are the principle moments of inertia. Vectors

vn are then the principle axes of inertia if they satisfy

Tvn = λnvn. (6.8)

The inertia tensor in three dimensions is
y2 + z2 −xy −xz

−xy x2 + z2 −yz

−xz −yz x2 + y2

 , (6.9)

where

xixj =
∑
α

mαxi,αxj,α and x2i = xixi. (6.10)

The SciBath eigenvalue analysis was done similarly, but with two differences. First, the

SciBath data consists of light responses distributed across fibers instead of masses at points.

Second, the energy response was divided out so that the analysis was independent of the

event energy. The resulting tensor was


y2 + z2 −xy −xz

−xy x2 + z2 −yz

−xz −yz x2 + y2

 , (6.11)

where

xixj =

∑
α

(PEα)2xi,αxj,α∑
α

(PEα)2
and x2i = xixi. (6.12)
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Here α represents the set of fibers and PEα refers to the photoelectron response of the

photomultiplier tube channel that reads out fiber α.

This analysis provides three eigenvectors and three corresponding eigenvalues that are

analogous to principle axes of rotation and their corresponding moments of inertia. The

energy deposit from a minimum ionizing muon track is cigar-shaped, similar to the ellipsoid

in Fig. 6.11. The eigenvector corresponding to the smallest eigenvalue, analogous to the

c-axis, is a reconstruction of the track direction. This reconstruction was used to draw the

track directions in Fig. 6.10. The largest eigenvalue, analogous to the moment of inertia

about the a-axis, is proportional to the track length and was used to separate muons and

neutrons for energy deposits between 250 and 550 PEs, typical minimum ionizing muon

energies.

Figure 6.11: This ellipsoid is similar in shape to the energy deposition of a minimum ionizing
particle in SciBath.

Figure 6.12 makes this separation apparent with data from the MI-12 run, described in

Sec. 5.4. Figure 6.12a shows the largest eigenvalue versus photoelectron response for an event

sample that is mostly composed of muons, while Fig. 6.12b shows the same for a sample that

is mostly neutrons.
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(a) Muon-like; beam uncorrelated.
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(b) Neutron-like; beam correlated.

Figure 6.12: Largest eigenvalue versus photoelectron response for beam uncorrelated (corre-
lated) MI-12 events, which are primarily muons (neutrons) between 250 and 550 photoelec-
trons. These plots are count normalized in photoelectron response bins to clearly show the
structure at higher photoelectron responses, which contain fewer events.

6.5 Analysis cut summary

Table 6.1 outlines the criteria used for event selection in this analysis. Timing cuts in

reference to NuMI beam pulses are not included as all measurements of this analysis had the

same beam timing cuts: greater than 2 ms after a beam trigger and therefore greater than

1.776(0.212) ms after(before) any beam pulse.

Event type Neutron scatter Neutron capture Muon

Hit multiplicity minimum 6 6 6
3D energy response required required required
Hit time average (ns) (0, ∞) (0, 40) (0, ∞)
Hit time sigma (ns) (0, 100) (0, 40) (0, 100)
Fiducial method n/a box sphere
Fiducial volume 100% 50% 26%
Largest eigenvalue (PE≥250) (0, 115) no cut (115, ∞)
Energy (PE) (35, ∞) (12.5, 35) (250, ∞)

Table 6.1: Event identification cuts summary. Since event timing cuts are only relevant for
neutron capture events, they have not been included, see Sec. 6.2.1.
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6.6 Background subtraction

The neutron flux analysis required detection of a neutron scatter and the capture of the same

neutron in coincidence. Similarly, the neutron production in scintillator analysis required

detection of a muon track and the capture of a neutron produced by that muon. These signals

were contaminated by coincidence event pairs where either or both of the primary and/or

secondary events were not actually caused by the desired correlated interactions. Even if the

primary and secondary events were neutron scatter and capture, for example, they may not

have been from the same neutron. In this section I first describe how the subtraction to get

the true event count was done. I then describe the extension of this subtraction to time and

energy distributions.

6.6.1 Uncorrelated neutron capture candidate rate

The data set for this analysis contains many more candidate neutron capture events than

candidate neutron scatter events. This is primarily a result of the difference in the energy

cuts, see Table 6.1, and the higher event rates at lower energies. As a result, all neutron

scatter candidate events were stored for the analysis, but only neutron capture candidates

that were correlated to a neutron scatter candidate. To account for background events we

were thus required to calculate the average neutron capture candidate rate for the run.

This was done by building a spectrum of the time between neutron scatter and neutron

capture candidates (∆T) and letting the time range far exceed the expected lifetime of

neutron capture in scintillator. Figure 6.13 shows the fit of this spectrum with a decaying

exponential, which resulted in a background level. Dividing this by the time bin width and

the number of correlations used, I found an overall rate of 22.98 Hz.
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Figure 6.13: Fit of the time difference between neutron scatter and capture candidate events.
The time range is much larger than the 163 µs average time difference to allow an accurate
fit of the accidental background rate for neutron capture candidates.

6.6.2 Incident neutron event counting

A counted neutron primary must be correlated in time with a secondary neutron event,

which may be the capture of the neutron responsible for the primary event or may be an

uncorrelated secondary event. The number of neutron primary events that are correlated to

their capture can be expressed as

Ps,c = Ps,T − Ps,u, (6.13)

where

Ps,c ≡ number of primaries with correlated secondaries,

Ps,T ≡ total number of primaries with secondaries, and

Ps,u ≡ number of primaries with uncorrelated secondaries.

The number of primaries with uncorrelated secondaries, Ps,u, can be expressed as the

product of the number of primaries available for accidental correlation and the the probability
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that an uncorrelated secondary event would occur in the neutron capture time window.

Naively, one would think this probability is simply the time width of the neutron capture

window, ∆T, multiplied by the uncorrelated secondary rate of Sec. 6.6.1, but this assumes

that uncorrelated secondaries are evenly distributed in time. In reality, of course, such

uncorrelated events are randomly distributed. Therefore some neutron capture windows will

contain multiple uncorrelated events and more such windows will contain zero events than

the naive guess would suggest. To quantify this effect, secondary candidate events were

counted in random windows of width ∆T throughout the data run. The ratio of the number

of windows containing at least one event to the total number of events counted gives the

correction factor for this effect, C. For the analysis cuts listed in Table 6.1 the factor C

was 0.9974, which was close enough to one to be insignificant. With wider cuts on neutron

capture candidates, however, C would shrink and becomes more significant.

Equation 6.13 can now be written

Ps,c = Ps,T − (PT − Ps,c) ·∆T ·Rs,u · C, (6.14)

where

PT ≡ total number of primaries with or without secondaries,

∆T ≡ width of the secondary event time window,

Rs,u ≡ uncorrelated secondary rate, and

C ≡ correction factor for the random time distribution of uncorrelated secondaries.

The target neutron event count, Ps,c, is present on both sides of Eqn. 6.14 because the

number of primaries available for accidental correlation should not include those primaries
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with true correlations. Solving for Ps,c gives

Ps,c =
Ps,T − PT ·∆T ·Rs,u · C

1−∆T ·Rs,u · C
. (6.15)

6.6.3 Secondary event counting

The secondary event count subtraction proceeds similarly to the primary event subtraction

above. The number of correlated secondary events can be expressed as

Sp,c = Sp,T − Sp,u, (6.16)

where

Sp,c ≡ number of secondaries following correlated primaries,

Sp,T ≡ total number of secondaries following primaries, and

Sp,u ≡ number of secondaries following uncorrelated primaries.

The number of secondaries following uncorrelated primaries, Sp,u, can be expressed as the

product of the time available for accidental secondary events and the uncorrelated secondary

rate of Sec. 6.6.1, Rs,u. The available time for accidental secondaries is simply the total

number of primaries available for accidental correlation multiplied by the time width of the

neutron capture window, ∆T . Thus, Eqn. 6.16 can be rewritten as

Sp,c = Sp,T − (PT − Ps,c) ·∆T ·Rs,u, (6.17)

where the number of correlated primaries, Ps,c, is again subtracted from the total number of

primaries, PT , to give the total number of primaries available for accidental correlation.

A correction factor like C in the primary subtraction, Sec. 6.6.2, is not required in this

subtraction because all correlated secondaries are being counted, regardless of whether or not
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multiple occur in the same neutron capture window. This difference allows the secondary

event count to be higher than the primary event count, which could result from neutron

inelastic scattering with carbon, which can release additional neutrons. In practice, the

difference between primary and secondary event counts was less than 2%. In principle, a

similar correction factor could be included to account for multiple primaries occurring in

time such that they are collectively only allowed to open a single neutron capture window,

but in practice the event rate for primary events was low enough that this correction was

unnecessary.

6.6.4 Extension to energy and time distributions

The background subtraction of energy and time distributions for neutron events was per-

formed using the methodology of Sec. 6.6.2 and Sec. 6.6.3 except that I multiplied the

minuend and subtrahend of each subtraction with the appropriate distributions, normalized

to one. The appropriate distribution for the minuend is generally obvious: the time or energy

distribution for primaries correlated to secondaries or secondaries correlated to primaries.

The subtrahend energy distributions are then the compliment of the minuend distributions:

primaries with no correlated secondaries or secondaries with no correlated primaries. For

simplicity in the secondary energy subtraction, I used instead the energy distribution of

all secondary candidates for the secondary subtrahend distribution since this distribution

is dominated by secondaries without correlated primaries and is easier to generate. Since

uncorrelated secondary candidate events do not have a time measurement after a primary,

the data does not directly provide the subtrahend distribution for the primary-to-secondary

time difference subtraction. Instead I built this as a flat distribution at the level expected

by the uncorrelated secondary rate described in Sec. 6.6.1.
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6.7 Monte Carlo simulation

Every raw scientific measurement must be compared to an expectation, or model, for in-

terpretation. This model should incorporate all possible factors that will effect the raw

measurement, which include the physical phenomena being tested as well as natural back-

ground influences and the efficiency and systematic effects of hardware, analysis software,

and analysis algorithms. Modern scientific measurements are extremely complex with a large

number of possible influences, beyond the estimation capabilities of analytic calculations. In-

stead these measurements depend upon computationally intensive simulations that attempt

to numerically account for all significant influences on a measurement.

This analysis utilized the Geant4 [61, 62] and MCNP [63] Monte Carlo simulation toolkits.

Geant4 is a toolkit based on object oriented programming in C++ that was developed by

the European Organization for Nuclear Research (CERN) and is maintained by the Geant4

Collaboration. The toolkit was designed to simulate the passage of particles through matter

and it includes features to handle detector response, run management, geometry, tracking,

visualization, and user interface. Geant4 has been applied to the fields of nuclear and high

energy physics experiments as well as accelerator, medical, and space physics studies. The

SciBath Geant4 simulation was utilized for the detailed and prompt response of the detector

to neutrons, muons, and photons.

The Monte Carlo N-Particle (MCNP) package is a coupled neutron, photon, and electron

radiation transport code that has been used extensively in many fields such as high-energy

physics, nuclear reactors, oil well logging, accelerator design, and medical physics. It was

developed and is maintained by the Los Alamos National Laboratory (LANL), though it is

distributed by the Radiation Safety Information Computational Center within the United

States and by the Nuclear Energy Agency internationally. MCNP is generally considered the

superior low-energy neutron simulation package and was used to perform these simulations

in SciBath. Additionally, MCNP simulations were used to validate the Geant4 simulation

results.
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6.7.1 Geant4 Monte Carlo simulation

The Geant4 toolkit [61, 62] was used to model the geometry of the SciBath detector, track

particles through the volumes, propagate the resulting visible photons, and simulate the

photodetector response to those visible photons. A list of physics packages used can be

found in Appendix A.

The simulated geometry consisted of the aluminum cube containing the active scintillator

and WLS fiber grid. In addition, the major pieces of the support frame, important for

possible particle interactions, were input. Geant4 code was then used to generate and to

transport various particles with the desired initial kinematic and position distributions. The

scintillator was modeled as mineral oil (CH2) of density 0.86 g/cm3 and index of refraction

n = 1.476. Charged particles produced visible photons isotropically in proportion to their

energy loss at each tracking step. The number of photons produced was controlled with an

input parameter set to 1500 photons per MeV of energy loss. This was tuned to match muon

data, see Sec. 6.3.1, and was validated by comparisons with neutron data. The reduction

in this light output compared to the 7000 photons per MeV given in Sec. 4.3 may have

been caused by attenuation in fibers, fiber coupling, or possible oxygen poisoning of the

scintillator, and is currently under investigation. Quenching of light for particles of high

dE/dx with a Birks’ Law [58] response, see Sec. 6.3.2, was included in this simulation. The

WLS fiber volumes were modeled as separate volumes of the same liquid scintillator with

positions matching the actual detector.

The photons produced in the scintillator were tracked by Geant4 until they were absorbed

in the scintillator due to a finite attenuation length of 10 m, absorbed on the Al walls which

did not reflect light, or absorbed by a WLS fiber. The details of optical photon transport

in the WLS fibers were not modeled. If a visible photon intersected the fiber volume it was

absorbed immediately and considered detected with a probability of 2.5%×20%, the product

of the optical photon capture probability within the WLS fiber with the photomultiplier

tube (PMT) detection efficiency. A detected photon was called a “photoelectron” (PE) to
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reflect the detection process within the PMT even though it was not explicitly simulated.

For muon simulations, the total PE response was subjected to a Gaussian smearing with

width = 0.59 PE, calculated from calibration runs, and a detection threshold of 1/3 PE

to account for the ADC threshold. This smearing was not implemented at the time of the

neutron simulations. A simulated muon track is shown in Fig. 6.14.

Figure 6.14: Geant4 simulation of a 19.4 GeV muon in the SciBath detector. The muon track
is red and the scintillation photon tracks are green. The number of scintillation photons was
reduced by a factor of 3 for this event to enable details to be seen.

The data from each simulated event consisted of a number of detected photons for each

fiber along with the “truth” information about the incident particle(s). This information

was then analyzed with the same methods as those used on real data and the response of
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the detector to known incident particles was calculated.

6.7.2 MCNP Monte Carlo simulation

Various flavors of the MCNP simulation package [63] were used to validate the Geant4

simulations. In these simulations, a simplified model of the detector was used, and the

complete detector response was not considered. Despite this, we were able to compare to

Geant4 by calculating neutron capture efficiencies and neutron interaction cross sections. In

these simulations we primarily used MCNP5 release version 1.51 [64]. MCNP5 has a well-

known non-analog production of neutron-capture gamma rays, and the production of these

photons (e.g. 2.2 MeV photons from the np → dγ reaction) was simulated with MCNP-

PoliMi [65]. PoliMi is a modified version of the older MCNP4C that corrects this problem

and ensures that photon production is fully correlated with each neutron interaction. A

template for our MCNP simulations can be found in Appendix B.

The MCNP simulation assumed a box of hydrocarbon in a 2:1 ratio of H:C with the

same dimensions as the SciBath detector. This box was surrounded by 1.27 cm of natu-

ral aluminum. The scintillating fibers were not included in this simulation, nor was other

surrounding equipment. The latest room temperature ENDF evaluations for hydrogen and

carbon [66] were used depending on the maximum neutron energy (tables with a maximum

energy of 20 MeV or 150 MeV were available). Because the neutron capture cross section

varies with the neutron velocity v by the well-known 1/v law, thermal effects in the min-

eral oil can strongly effect the neutron capture efficiency. These effects are encapsulated by

MCNP with the S(α, β) model, and we used the table for hydrogen in water as a substitute

for hydrogen in mineral oil.

MCNP was used to calculate a number of interaction and capture efficiencies for SciBath.

A uniform background of neutrons was simulated by having neutrons emitted in a cosine

distribution, uniformly across the surface of a “bounding” sphere. In this case, a cosine dis-

tribution leads to neutron fluxes with no preferred direction. This was used to calculate the
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effective cross-sectional area of the detector for neutron interaction as a function of the inci-

dent neutron energy. These simulations were used to calculate the neutron capture efficiency

and positional dependence for the uniform backgrounds. PoliMi was used to simultaneously

calculate the efficiency of neutron capture, see Sec. 6.7.4. PoliMi has an upper energy limit

of 20 MeV, and above that a separate photon transport calculation was convolved with the

neutron capture distribution. Both methods were in agreement below 20 MeV. Finally, cos-

mic ray muons will create neutrons within the bulk of the detector. The neutron capture

efficiency was calculated for neutrons “born” within the bulk of the detector as a function

of their energy, see Sec. 6.7.5.

6.7.3 Simulation of neutron capture tagging

As described in Sec. 2.4.4 this analysis identified neutrons by requiring two events in coinci-

dence: a neutron scatter and a neutron capture. To demonstrate the effects of the coincidence

requirement, neutron interactions were simulated in Geant4 as described in Sec. 6.7.1. For

the sample in Fig. 6.15a the neutrons were not required to capture inside the detector and the

reconstructed energy is often much lower than the incident neutron energy. This is because

many neutrons will scatter one or more times and then leave the detector without depositing

all of their energy. For comparison, Fig. 6.15b shows the same energy reconstruction versus

incident neutron energy, but only includes neutrons that capture inside the detector. This

gives a much improved, more “diagonal,” energy reconstruction. Of course, a perfect recon-

struction would be a narrow line near the top edge of the distribution. Even in simulation

the reconstruction is smeared due to the quenching effects described in Sec. 6.3.2, losses to

neutron-carbon inelastic scattering, and statistical variation in detector response.

6.7.4 Externally generated neutron detection efficiency

For a neutron that enters SciBath to be detected with this analysis, three requirements must

be met:
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(a) Neutron capture not required.
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(b) Neutron capture required.

Figure 6.15: Geant4 simulated photoelectron response for neutron scattering events versus
incident neutron energy. Requiring neutron capture ensures the photoelectron response is
much more correlated to the incident neutron energy.
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1. The neutron must scatter off of one or more hydrogen nuclei such that the recoil

proton(s) generate a detector response of at least 35 photoelectrons. Based on the cuts

in Table 6.1 and the quenching correction of Sec. 6.3.2, this would be satisfied by a

single recoil proton of energy greater than 16 MeV.

2. The neutron must thermalize and capture on a proton inside the detector releasing a

2.2 MeV photon.

3. The capture photon must Compton scatter inside the detector such that the recoiling

electron generates a detector response of at least 12.5 photoelectrons. Based on the

cuts in Table 6.1 and the energy calibration of Sec. 6.3.1, this would be satisfied by a

single recoil electron of reconstructed energy greater than 2.5 MeV.

Table 6.2 summarizes the contributions to the external neutron detection efficiency.

Process Efficiency

neutron scatter detection 0.92
neutron capture 0.16

2.2 MeV γ detection 0.062
∆T cuts 0.68

neutron enter detector 0.63
total 0.0039

Table 6.2: Summary of the external neutron detection efficiency. The “neutron enter detec-
tor” efficiency is specific to the simulation used and is for an assumed SciBath cross section
of π(40cm)2, larger than the detector cube.

To address requirement one, the SciBath efficiency to detect neutron scattering interac-

tions that were correlated to detected neutron capture events for neutrons between 16 to

156 MeV was assessed. Geant4 simulated neutrons less than 300 MeV were generated on

the surface of a sphere surrounding the detector with uniform angular distribution inward.

These neutrons were required to deposit at least 99% of their energy inside the detector

to ensure the neutron could have captured. Analysis cuts for neutron scatters were then

applied, resulting in an efficiency of 0.92. To the level that Geant4 handles inelastic neutron
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interactions, this analysis suggests that at least 92% of neutrons above 16 MeV undergo de-

tectable neutron-proton elastic scattering interactions. Note that the energy spectrum used

in this simulation was flat and thus not representative of the true neutron energy spectrum.

This suggests a correction as the neutron scatter detection efficiency is energy dependent,

but we believe the correction is relatively minor compared to the other uncertainties of this

measurement.

The efficiency for neutrons to capture was evaluated using an MCNP5 simulation. Neu-

trons were generated with a uniform 2π angular distribution on the inner surface of a sphere

containing an aluminum cube of liquid scintillator matching the dimensions of SciBath.

These neutrons were propagated and the number that entered the detector, the number

of those that captured in the detector, and the locations of those captures were recorded.

This method gave the efficiency for requirement 2 above and resulted in the distribution

in Fig. 6.16. To find an overall effective neutron capture efficiency a weighted average of

this distribution was calculated with our measured neutron energy spectrum, Fig. 7.8. The

resulting efficiency was 0.16.
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Figure 6.16: External neutron capture efficiency for neutrons entering SciBath as deter-
mined by simulation of neutrons generated uniformly on a sphere surrounding the detector.
Detection of the 2.2 MeV capture photon is not included in this efficiency.
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To assess the SciBath efficiency to detect neutron capture events, 2.2 MeV photons were

generated uniformly throughout the majority of the scintillator volume in a Geant4 simu-

lation. The previously described MCNP5 neutron simulation indicated that fewer neutrons

capture near the edges of the detector, so photons were only generated in the inner 70% of

the detector volume. The fraction of these that deposited energy inside the detector was

recorded as well as the amount of energy deposited and generation location of the photon.

The fraction of these that created events that passed the neutron capture candidate cuts

was 0.062 and is the efficiency for the requirement 3 above.

For the neutron flux calculation two more efficiencies need to be included. First, since

neutron primaries and secondaries were simulated separately, the efficiency to pass the ∆T

cut (the time between a neutron primary and its capture secondary) has not been accounted

for. This efficiency was assessed by fitting beam correlated capture candidates with a decay-

ing exponential, see Fig. 7.13, and then integrating that exponential over the ∆T cut range.

For cosmic neutron cuts, this gave an efficiency of 0.68. Second, only 63% of the neutrons

generated in the described MCNP5 simulation actually entered the detector, thus when us-

ing this simulation an extra 0.63 efficiency needs to be included. This added efficiency can

be thought of as an adjustment to the neutron cross section of SciBath from the simulated

neutron generation sphere cross section.

The product of these five efficiencies gives an overall external neutron detection efficiency

of 0.0039, as summarized in Table 6.2.

6.7.5 Internally generated neutron detection efficiency

Section 6.7.4 describes the efficiency for this analysis to detect fast neutrons that enter

SciBath. A measurement was also made, however, of the neutron production rate by cosmic

muons in the liquid scintillator itself, see Sec. 7.4. For a neutron produced by a (detected)

muon inside SciBath to be detected with this analysis, only two requirements must be met:

1. The neutron must thermalize and capture on a proton inside the detector releasing a
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2.2 MeV photon.

2. The capture photon must Compton scatter inside the detector such that the recoiling

electron generates a detector response of at least 12.5 photoelectrons. Based on the

cuts in Table 6.1 and the energy calibration of Sec. 6.3.1, this would be satisfied by a

single recoil electron of reconstructed energy greater than 2.5 MeV.

This differs from the analysis for externally produced neutrons in three ways. First, no

neutron scattering event is required, though one may be present; and if so, it would be

considered part of the muon event. Second, this analysis imposes no requirements on neutron

energy; all that is required is that the neutron captures. This is an important consideration

because as Fig. 3.4 shows, most neutrons spallated by muons are low energy. Third, the

position at which the neutron thermalizes in the detector is different between externally and

internally produced neutrons, thus affecting the likelihood that the neutron will escape the

detector before capturing. Table 6.3 summarizes the contributions to the internal neutron

detection efficiency.

Process Efficiency

neutron capture 0.42
2.2 MeV γ detection 0.062

∆T cuts 0.68
total 0.018

Table 6.3: Summary of the internal neutron detection efficiency.

The fraction of internally generated neutrons to capture was assessed with a MCNP

simulation. Neutrons were generated uniformly inside an aluminum cube containing liquid

scintillator matching the dimensions of the SciBath detector cube. These neutrons were

between 0.1 and 150 MeV and had a uniform 4π angular distribution. The fraction of these

neutrons that captured as a function of initial energy is plotted in Fig. 6.17. A weighted

average of this distribution was taken with the Da Silva et al. analytic form for neutron

energy from spallation in wax [67] as the energy weighting. The resulting neutron capture

efficiency was 0.42.
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The 0.062 efficiency for detection of the neutron capture photon, Sec. 6.7.4, was again

used for internal neutrons. Similarly, the 0.68 for the ∆T cut also found in Sec. 6.7.4 was

used since the same timing window was used. The product of these three efficiencies gives

an overall internal neutron detection efficiency of 0.018, as summarized in Table 6.3.
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Figure 6.17: Neutron capture efficiency for SciBath for internally generated neutrons, as
determined by a simulation of neutrons generated uniformly in the detector. Detection of
the 2.2 MeV capture photon is not included in this efficiency.

The internally generated neutron capture efficiency was also studied as a function of

starting distance from the center of the detector. The result is plotted in Fig. 6.18. This

position dependence was used to assess the contamination in the neutron flux measurement

caused by muons that are tagged as neutron scattering events and also spallate neutrons that

then capture inside the detector, thus meeting the external neutron identification criteria.

This contamination assessment is described in Sec. 7.5.

6.7.6 Muon detection efficiency

The SciBath muon detection efficiency was assessed to allow the interpretation of our muon

count as a muon flux measurement. The Geant4 simulation of SciBath described at the start

of Sec. 6.7 was used to propagate muons generated uniformly on the inside of a 40 cm radius

hemisphere centered on the detector with an angular distribution matching that given by
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Figure 6.18: Neutron capture efficiency for SciBath for internally generated neutrons, as
determined by a simulation of neutrons generated uniformly in the detector. The efficiency
for detection of the 2.2 MeV capture photon is not included in this efficiency.

Miyake [13]. The portion of these muons that were propagated into the detector had to pass

the analysis cuts of Table 6.1. Of the 1 797 110 muons generated, 281 768 of which passed

through the detection sphere, 340 329 passed the cuts and were considered detected. This

simulation thus estimates the SciBath efficiency for detecting cosmogenic muons that pass

through the detector to be 0.1894, for the chosen cuts. Note that more events were counted

after event reconstruction than were expected at generation. The efficiency for this analysis

to detect muons through the detection sphere was 1.21. This shows a tendency in the track

reconstruction algorithm to pull muon tracks toward the center of the detector and can be

thought of as an increase in the fiducial volume used for muon identification.

6.7.7 Muon track length

The measurement of muon induced neutron spallation in scintillator, Sec. 7.4, was normalized

to a unit muon track length. Thus the average track length of muons in SciBath was needed.

The same Geant4 cosmic muon simulation described in Sec. 6.7.6 was used to generate

the track length distribution in Fig. 6.19a. This distribution is for muons that pass muon

identification cuts, as opposed to Figs. 6.19b and 6.19c which show the distributions for
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simulated muons that fail these cuts but pass neutron identification cuts. Since the SciBath

detector cube is 44 cm on each side, a muon traversing the detector at a right angle to a

side of the cube has a path length of 44 cm. Most cosmic muons are nearly vertical and

therefore have a track length near 44 cm. Muons of other angles can yield paths lengths

between 0 cm and 44
√

2 = 62 cm depending on the geometry. The average track length of

the misidentified muons is required to assess the muon contamination in the neutron flux

measurement, Sec. 7.5.

6.7.8 Muon average position

The same Geant4 cosmic muon simulation described in Sec. 6.7.6 was analyzed using muon

and neutron identification cuts, and the resulting average distance of energy response from

the detector center is plotted in Fig. 6.20. Here the average distance of energy response

was actually increased by 5% to account for the tendency of the topological analysis to

reconstruct events closer to the center of the detector than the actual energy deposit. The

5% factor was selected by comparing simulated and reconstructed muon tracks by eye. These

position distributions are important for determining the contamination in the neutron flux

measurement by muons that are misidentified as neutrons due to their ability to spallate

neutrons in the scintillator, see Sec. 7.5.
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Figure 6.19: Simulated cosmic muon track length distributions.
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Chapter 7

Results

The experiment and analysis described in this thesis culminate with a series of results on

neutron and muon characteristics at 100 m underground. In this chapter I present these

results starting in the first section with the analysis that gave rise to their associated

uncertainties, which are relatively large for the neutron results. The following two sec-

tions present the muon flux and angular distribution measurements, both of which are

in agreement with previous measurements and predictions. The muon flux was found

to be 0.80± 0.04 m−2s−1. In section 7.4 I present the muon-induced neutron spallation

rate, measured at (3.8± 3.2)× 10−4 n/µ (g/cm2)−1. This result is high compared to other

measurements and predictions, but agrees within error. In the fourth and fifth sections I

present the neutron flux and energy spectrum results. The neutron flux was measured to

be (1.5± 1.4)× 10−2 m−2s−1 and is high compared to the prediction by Mei and Hime [14],

but agrees within error. In section 7.7 I present the ratio of the neutron and muon fluxes

as (1.9± 1.7)× 10−2 neutrons per muon, which may be more easily applied to other loca-

tions than the neutron flux alone. In section 7.8 I describe a validation analysis based on

NuMI beam correlated data. Finally, in Sec. 7.9 I describe how our results could be used to

characterize the neutron background for the EXO experiment.
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7.1 Error estimation

All physical quantities, including experimental measurements, are meaningless without es-

timates of the uncertainties, or errors, associated with them. In this section I describe the

uncertainties associated with the measurements presented in this thesis. In the first sub-

section I describe the statistical components of these uncertainties, which stem from unpre-

dictable and unknown variations in the measuring instruments or environmental conditions.

By contrast, systematic uncertainties arise from inaccuracies in the measuring devices, data

handling systems, and analysis techniques. I discuss these systematic errors in the second

subsection.

The errors for all measurements are summarized in Table 7.1.

Process Error (%)

muon flux (total) 5
Nµ 1†

t 1
εµ & A 5
µ-induced n yield (total) 84
Nµ 1†

Nn,µ 37†

(1−Q) 6
εn (total) 75

capture position 18
γ energy cuts 73

lµ 6
ρLS 5
n flux (total) 90
Nn,n −N ′n,µ (total) 50†

Nn,n 30†

N ′n,µ 30†

t 1
εn & A (total) 75

capture position 18
γ energy cuts 73
n scatter detection 3

Table 7.1: Summary of the errors for all measurements. Those marked with a † are primarily
or entirely statistical; all others are systematic. The indented entries contribute to the
preceding “total” error. Total errors were found by addition in quadrature.
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7.1.1 Statistical error

The statistics of particle interaction counting is well described by the Poisson distribution.

For such a distribution with a mean value µ the variance is simply σ2 = µ from which we

find the standard deviation to be σ =
√
µ. The estimator for the poisson mean, µ, in an

experiment is simply the sample mean, but in a counting experiment the count, N , is the

only sample taken and therefore is the sample mean. Thus the statistical error for a count

of particle interactions is simply the square root of the count, σ =
√
N . This gives the error

for the muon count in the muon flux and neutron spallation measurements; in both cases

the muon count error is less than one percent.

The error on the uncorrelated neutron capture candidate rate needed to be calculated

separately because this rate was not measured by simply counting events. This rate was mea-

sured by performing a ROOT fit using the Chi-square fit method as described in Sec. 6.6.1.

The fit method provided a relative error for this measurement of 0.7%. This error is both

systematic and statistical, but the variation in the data of Fig. 6.13 indicates that it is

primarily statistical. This error contributes to the neutron counts for the neutron flux and

neutron spallation measurements because the corresponding rate is used in the background

subtraction. The resulting neutron count statistical errors were ±49 neutrons, 30%, and

±39 neutrons, 37%, for the neutron flux and spallation counts respectively. These errors are

relatively large due to the large background subtraction.

7.1.2 Systematic error

Cosmic muon flux

The error for the muon flux is effectively only systematic. Following the flux calculation

method of Eqn. 7.1, the statistical error in the muon count, Nµ, and the systematic error in

the live time, t, are both less than one percent. The systematic error in the muon efficiency,

εµ, and its corresponding cross sectional area, A, were assessed by calculating the flux using
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five distinct methods and comparing the results. Figure 7.1 shows the agreement between

these methods as a function of fiducial cross sectional area, or equivalent. The divergence

of the methods at lower fiducial cross section is understood as subtle differences between

the cross sections of each method for the detection of muons at larger azimuthal angle.

The simulation of these higher angled muons did not exactly match the physical spectrum

and each of these methods varied slightly in their sensitivity to this imperfection. The

“Fiducial (no y)” method additionally had a systematic error because its fiducial volume

was not vertically centered on the average position of muon energy deposit. The method

thus counted fewer muons than a properly centered fiducial volume would, particularly for

smaller fiducials of size comparable to the fiducial volume offset. This offset was present in

the other methods as well, but their fiducial cuts were not sensitive to the muon average

vertical position. From the spread of these results the systematic error was judged to be

0.04 m−2s−1 or 5%.

The five methods can be categorized by two distinctions: what fiducial volume cuts were

used in muon counting and how the Monte Carlo simulation was used to calculate the muon

detection efficiency. The “Fiducial (w/y)” and “Sphere” methods used the default fiducial

cuts as described by the “box method” and “sphere method” of Sec. 6.4.2. The “Fiducial

(no y)” method used fiducial cuts according to the “box method” except that no cuts were

imposed in the vertical, y, direction. The “Plane” method cut on fiducial similarly to the

“sphere method” except that it required muon tracks to pass through a horizontal plane

instead of a sphere. Since a plane has a fundamentally different cross section than a sphere,

the angular distribution proposed by Miyake [13] was used to convert the planar flux into

an equivalent spherical flux.

The other defining feature of these five calculation methods is the way in which the

simulation was used to assess the detection efficiency. The simulation, described in Sec. 6.7.6,

was used in its entirety for the “Fiducial” and “Sphere 2” methods. In these cases the ratio

of simulated muons detected to the total generated gave the detection efficiency and the
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cross section of the generating sphere was used for the area, A. In the case of the “Sphere 1”

and “Plane” methods, however, only the muons whose initial trajectory would pass through

the fiducial sphere or plane were included in the simulated muon sample. The number of

muons detected divided by the number in this sample gave the efficiency for these methods

and the cross sectional area of the target sphere or plane was used for A.
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Figure 7.1: Muon fluxes versus effective fiducial cross sectional area for five different methods.
The lines drawn simply connect the data points to guide the eye. The “Sphere 2” at 791 cm2

was used for the muon flux result. The drop and divergence in fluxes at small fiducial volumes
is understood to be caused by reductions in the SciBath effiective cross sectional area for
imperfectly simulated high angle muons, which varies with the fiducial method.

Muon-induced neutron spallation in scintillator

The error in the neutron spallation in scintillator result has contributions from both sta-

tistical and systematic effects. Following the yield calculation of Eqn. 7.2, the error in the

neutron and muon counts, Nn,µ, Nn,n, and Nµ, are considered entirely statistical. The error
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on the liquid scintillator density, ρLS, is estimated to be less than 5%. Small variations to

the muon simulation were made to assess the error on the muon track length, lµ, to be 6%.

The systematic error in the neutron capture and detection efficiency, εn, were assessed by

testing variations in the photon generation position and variations in the energy calibration

for photon detection. Section 6.7.4 describes the Geant4 simulation in which 2.2 MeV pho-

tons were generated in the inner 70% of the detector volume to assess the photon detection

efficiency. I recalculated the detection efficiency with a simulation that generated photons

uniformly in the entire detector volume, and the difference suggested an error of 18%.

To assess the error in the photon detection efficiency caused by the energy calibration and

cuts, our best beam correlated 2.2 MeV photon candidate energy distribution was fit with a

Gaussian curve and the portion of the fit curve that passed the energy cuts of Table 6.1 was

found. This efficiency for a 2.2 MeV photon to pass the energy cuts was compared to the

corresponding efficiency from fitting the simulated photon energy spectrum of Sec. 6.7.4 with

a Gaussian. These Gaussian fits can be seen in Figs. 7.2 and 7.3 where the data fit has the

largest reasonable mean considering the fact that we expect half or more of the lower energy

portion of the distribution to be reduced due to a soft threshold caused by various particle

identification cuts. The discrepancy between these two efficiency calculations resulted in a

73% error on the simulated efficiency. Adding this in quadrature to the position portion of

the error gives a total 2.2 MeV photon detection efficiency error of 75%.

The correction factor, Q does not suffer from the large error from gamma detection

because that dependence divides out in εn,Al/εn,LS. The largest contributing error is in the

other components of the efficiency to detect a neutron from spallation in the aluminum.

Overall, we assess the error in Q to be less than 30%, and therefore the error in (1 − Q) is

at most 6%.

Adding errors for all terms of Eqn. 7.2 in quadrature I found the final cosmic neutron

production in scintillator error to be 84% or 3.2× 10−4 n/µ (g/cm2)−1. This calculation is

summarized in Table 7.1.
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Figure 7.2: Geant4 simulated detector energy response to 2.2 MeV photons.
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Cosmic neutron flux and spectra

The error in the neutron flux result has contributions from both statistical and systematic

effects. Following the flux calculation of Eqn. 7.6, the error in the neutron count, Nn,n, is

entirely statistical and the systematic error in the live time, t, is less than one percent. The

error in the neutron detection efficiency, εn, results from the neutron capture and 2.2 MeV

photon detection efficiencies as well as the neutron scattering detection efficiency. The errors

on the neutron capture and photon detection efficiencies are the same as described in the

muon induced neutron spallation in scintillator section of Sec. 7.1.2, thus the same 75% error

result was used. The error on the neutron scattering detection efficiency was assessed by

testing the effects of variations in our energy calibration on the efficiency and resulted in

a 3% error. The error on the neutron production in scintillator correction, N ′n,µ, is heavily

dominated by the 30% statistical error in the neutron count, Nn,µ. The 2.2 MeV photon

detection efficiency error divides out in the ε′n/εn, as do many of the errors in the other

terms. Therefore, the error used for N ′n,µ was 30%.

Adding errors for all terms of Eqn. 7.6 in quadrature, I found the final cosmic neutron

flux error of 90% or 1.4× 10−2 m−2s−1. This calculation is summarized in Table 7.1. The

statistical errors apply to the neutron energy spectrum bin-by-bin, but the systematic errors

act as a scale on the entire distribution.

7.2 Cosmic muon flux

We have measured the cosmic muon flux in the MINOS near detector hall at FNAL to be

0.80± 0.04 m−2s−1. The calculation is summarized in Table 7.2 and Eqn. 7.1:

Φµ =
Nµ

t · εµ · A
. (7.1)
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Here Nµ is the number of muons counted that pass particle identification cuts of Table 6.1,

t is the total live time used in the analysis, εµ is the efficiency for muon detection from

Sec. 6.7.6 for the “Sphere 2” method, and A = π(0.40 m)2 is the cross sectional area for the

simulation method used in calculating εµ.

parameter value error (%)

Nµ 110345 1
t 1 457 322 s 1
εµ 0.1894 5
A 0.50265 m2 0
Φµ 0.80 m−2s−1 5

Table 7.2: Muon flux calculation summary. The error on A is listed as zero because it is
included in the error of εµ.

Our result is in agreement with those presented in Sec. 3.1, considering their variation.

In order to directly compare our result to those plotted in Fig. 3.1, we must multiply by the

cube of our depth, 275 m.w.e. from the top of the atmosphere, and divide by the integral

of the angular distribution over the upper hemisphere. Integrating the angular spectrum of

Eqn. 3.2, which fits our data reasonably well according to Fig. 7.5, and multiplying by the

depth cubed scales our result to 754± 38 cm−2s−1sr−1m.w.e.3. By comparison, the curve

shown in Fig. 3.1 predicts 808 cm−2s−1sr−1m.w.e.3, just above the error margin of our result.

The previous measurements at around 275 m.w.e. also gave a larger flux than our result.

Expressed as a total muon flux, Sec. 3.1 summarized the predictions and previous mea-

surements as 0.86± 0.26 m−2s−1. Our result is well within the uncertainty of this prediction

and can be use to constrain future predictions at similar depths.

7.3 Cosmic muon angular distribution

The angular distribution of muons at the MINOS near detector hall at FNAL was measured

by reconstructing muon tracks using the eigenvalue method of Sec. 6.4.3. The muon identi-

fication cuts can be found in Table 6.1. Figures 7.4 and 7.5 show the angular distribution
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of detected muons. In the two dimensional plot θ is measured from the +z direction and

φ is measured in the direction of +x from +y. In the one dimensional plot θ is measured

from the +y (vertical) axis. See Fig. 4.3 for the SciBath coordinate system. The one di-

mensional spectrum is plotted with the parameterization by Miyake for the flux through a

point-like detector [13], Eqn. 3.2, which agrees reasonably well with our measurement. The

two dimensional spectrum shows uniformity in the azimuthal angle, as expected.
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Figure 7.4: Angular distribution of muons at 100 m underground at the MINOS hall at
FNAL.

7.4 Muon-induced neutron spallation in scintillator

Muons cause neutron spallation when passing through all forms of matter, including liquid

scintillator. The spallation rate, normalized to muon track length and scintillator density,

was measured for the NuMI run to be (3.8± 3.2)× 10−4 n/µ (g/cm2)−1. This measurement

was made for two reasons. First, our measurement will contribute to the understanding muon

induced neutron spallation in general. Second, muons can pass neutron scatter identification

cuts while simultaneously spallating a neutron that then captures inside SciBath. Thus

muon spallation contaminates the neutron flux measurement to some degree.
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hall at FNAL. The angle θ is measured from the vertical. The curve drawn is the prediction
by Miyake [13].

To measure this production rate, we first counted the total number of muons that passed

the muon identification cuts of Table 6.1 without the fiducial cut, Nµ. We similarly counted

the number of neutron capture candidate events that followed these muons after background

subtraction, Nn,µ. See Table 6.1 and Sec. 6.2.1 for the specific cuts used for muon and

neutron capture candidates. The calculation for the production rate is then described in

Table 7.3 and Eqn. 7.2:

Yn =
Nn,µ · (1−Q)

εn ·Nµ · lµ · ρLS
. (7.2)

Here Q is a correction factor to account for neutrons spallated in detector materials instead of

scintillator, εn is the efficiency for a neutron produced inside the scintillator to capture inside

the detector and for that capture to generate an event that passes identification cuts, lµ is

the average track length of a muon passing cuts in SciBath, and ρLS is the density of liquid

scintillator. Figure 6.19a provides the average muon track length, lµ, based on simulation.

The internally generated neutron detection efficiency, εn, was found in Sec. 6.7.5.
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parameter value error (%)

Nn,µ 105 37
Q 0.16 30
εn 0.018 75
Nµ 327779 1
lµ 45.32 cm 6
ρLS 0.86 g/cm3 5
Yn 3.8× 10−4 n/µ (g/cm2)−1 84

Table 7.3: Muon-induced neutron production calculation summary.

The correction factor Q was estimated by scaling the muon correlated neutron count (this

measurement without the Q factor) to an expected number of neutrons from the aluminum

walls of the detector cube. Without a correction factor, the neutron yield can be written as

Φn =
Nn,µ

εn ·Nµ · lµ · ρLS
. (7.3)

Previous measurements and simulations suggest that neutron yield scales with target mate-

rial as< A >β [41, 68, 69]. In particular, Formaggio and Martoff suggest β = 0.90± 0.23 [68].

Thus we can use our measurement of neutron production in scintillator to estimate the frac-

tion from the aluminum as follows:

Yn,Al
Yn,LS

=

(
< AAl >

< ALS >

)0.90

=
Nn,µ,Al ·Nµ · εn,LS · lµ,LS · ρLS
Nn,µ,LS ·Nµ · εn,Al · lµ,Al · ρAl

, (7.4)

Q =
Nn,µ,Al

Nn,µ,LS

=

(
< AAl >

< ALS >

)0.90
εn,Al · lµ,Al · ρAl
εn,LS · lµ,LS · ρLS

. (7.5)

A summary of the calculation can be found in Table 7.4. The walls of the detector cube

are 0.5 inches thick, so a vertical muon would pass through 1.0 inch of aluminum (top and

bottom). In reality, few muons are vertical. Assuming the Miyake [13] angular distribution,

the average muon is angled 38.2◦ with respect to the vertical. Depending on the specific

geometry of this average muon track passing through the detector cube, it passes through

1.3± 0.1 inches of aluminum or 3.30± 0.25 cm.
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parameter value

AAl 27 AMU
ALS 10 AMU
εn,Al 0.0051
εn,LS 0.018
lµ,Al 3.30 cm
lµ,LS 45.32 cm
ρAl 2.70 g/cm3

ρLS 0.86 g/cm3

Q 0.16

Table 7.4: Muon-induced neutron production correction factor, Q, calculation summary.

The calculation for the efficiency for detection of a neutron produced in the aluminum

detector walls, εn,Al, is summarized in Table. 7.5. The neutron capture component was

estimated by weighting the external neutron capture efficiency of Fig. 6.16 by the Da Silva

et al. analytic form for neutron energy from spallation in wax [67] and taking the average.

The 0.062 of Sec. 6.7.4 was again used for the efficiency to detect the 2.2 MeV photon from

this capture as well as 0.68 from the same section as the efficiency for this capture to pass the

timing cuts. Additionally a 0.50 efficiency was added to account for the fact that about half

of the neutrons generated in the aluminum will be directed away from the liquid scintillator

volume.

Process Efficiency

neutron capture 0.24
2.2 MeV γ detection 0.062

∆T cuts 0.68
n enter detector 0.50

εn,Al 0.0051

Table 7.5: Summary of the detection efficiency for neutrons generated in the detector walls.

To compare our final result of (3.8± 3.2)× 10−4 n/µ (g/cm2)−1 with previous measure-

ments, we calculated the mean muon energy at NuMI with Eqn. 3.7, from Mei and Hime [14].

Table 3.2 is reproduced here as Table 7.6 with an added column for the NuMI result at

265 m.w.e. This gives two predictions for the mean muon energy, both with accepted param-
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eterizations as given in the table. Taking the average of the two predictions gives 37± 6 GeV,

where the the error is includes the difference between the mean and the predicted mean from

either of the given parameterizations, as well as the uncertainty in the depth described in

Sec. 5.1.

Ref. εµ (GeV) b (km.w.e.-1) γµ Eµ (GeV, WIPP) Eµ (GeV, NuMI)

[45] 618 0.383 3.7 165 35.1
[1, 16] 693 0.4 3.77 184 39.4

Table 7.6: Mean muon energy at WIPP and NuMI and parameters relevant to their calcu-
lation with Eqn.3.7

Our neutron production measurement is substantially larger than the previous measure-

ments would predict, though it is in agreement with its relatively large error. Table 7.7 is

a reproduction of Table 3.1 with the addition of our result in the fourth row. Similarly,

Fig. 7.6 is a reproduction of Fig. 3.3 with the addition of our result. More specific to the

NuMI mean muon energy, Eqn. 3.3 predicts a neutron yield of 0.66× 10−4 n/µ (g/cm2)−1

for Eµ = 37 MeV and liquid scintillator, A = 10. This is a discrepancy of 83% from our

measurement. The relatively large error on our measurement primarily results from the

efficiency for 2.2 MeV photons from neutron capture to pass our energy cuts, see Sec. 7.1.2.

Eµ (GeV) H (m.w.e.) YLS (×10−4 n/µ(g/cm2)-1) year Ref.

13.0± 7.2 20 0.20± 0.07 1995 [33]
16.5± 8.1 32 0.36± 0.03 2000 [34]
16.7± 8.2 25 0.36± 0.05† 1973 [35]

37± 6 265 3.8± 3.2 – this work
86± 18 316 0.93± 0.12† 1973 [35]
125± 22 570 1.57± 0.24† 1986 [36]
260± 8 2700 2.8± 0.3 2010 [37]
280± 33 3100 3.3± 0.5† 2005 [38]
280± 33 3100 3.2± 0.2 2011 [39]
385± 39 5200 4.1± 0.6† 1989 [40]

Table 7.7: World measurements of neutron yield in liquid scintillator, including this result.
The † indicates measurements that were altered from the original by Ref. [2].

One effect that may contribute to our larger reported neutron yield is the contribution

111



Average	  Muon	  EnergyError Neutron	  YieldError
13 7.2 0.2 0.07

16.5 8.1 0.36 0.03
16.7 8.2 0.36 0.05
37 6 3.8 3.2
86 18 0.93 0.12

125 22 1.57 0.24
260 8 2.8 0.3
280 33 3.3 0.5 0.02
280 33 3.2 0.2
385 39 4.1 0.6

Ours
37 6 3.8 3.2
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Figure 7.6: World data for neutron production in scintillator, including our result. The curve
was proposed by Agafonova and Malgin and is reproduced in Eqn. 3.3. See Table 3.1 for
references and identification of which results have been corrected by Agafonova and Malgin.
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from muon capture in the detector. The topology for muon capture events is fundamentally

different from muon spallation because the captured muons have shorter tracks. This process

was not simulated as part of this analysis, so its effect on the detection efficiency for muon-

induced neutron detection is unclear. Figure 2.4 predicts the muon capture contribution to

be 11% of the total neutron yield at 265 m.w.e. Presumably, our analysis counted a portion

of neutrons produced through muon capture events. Therefore, we expect the inclusion

or exclusion of these neutrons to have at most a 10% effect. The paper presenting the

previous measurement by Boehm et al. [34] does not directly address this contribution, so it

is unclear whether their result includes neutrons from muon capture. The paper by Malgin

and Ryazhskaya [7] discusses this process in detail and suggests that the previous neutron

yield measurements, and Eqn. 3.3, do not include the muon capture contribution.

Another effect that may contribute to our larger reported neutron yield is that of muon

induced showers outside of the detector, which may cause multiple particles to enter the

detector along with the muon. If one of these accompanying particles was a neutron that

later captured inside the detector, the neutron production would have been misidentified as

occurring inside the detector. These showers would therefore inflate our result. This effect is

discussed in Refs. [2, 70, 34, 33], where Agafonova and Malgin [2] used the results of Zbiri [70]

regarding the effect to correct some of the measurements in Table 7.7. The size of the effect

is geometry dependent, especially at shallow depths where the muon angular spectrum is

less vertical. The simulation by Zbiri [70] suggests a roughly 30% effect, especially for

deeper sites. Boehm et al. [34] give a roughly 18% effect on their result while Hertenberger

et al. [33] describe a 60% reduction in their result; both at shallow depth. If the effect on

our measurement is as large as it was for Hertenberger et al., then this effect would account

for the majority of the discrepancy between our result and the previous measurements and

simulations.
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7.5 Cosmic neutron flux

The cosmogenic neutron flux in the MINOS near detector hall at FNAL was measured to be

(1.5± 1.4)× 10−2 m−2s−1. The calculation is summarized in Table 7.8 and Eqn. 7.6:

Φn =
Nn,n −N ′n,µ
t · εn · A

. (7.6)

Here Nn,n is the number of correlated neutron scatter-capture pairs that passed particle

identification cuts of Table 6.1 and timing cuts of Sec. 6.2.1. The total live time used in this

analysis is denoted t and the cross sectional area for the detector for the simulation method

used is denoted A = π(0.40 m)2. The efficiency to detect neutrons by this method, εn, had

five contributions and is described by the simulation results of Sec. 6.7.4.

parameter value error (%)

Nn,n 166 30
N ′n,µ 60 30
t 3 519 637 s 1
εn 0.0039 75
A 0.5027 m3 0
Φn 1.5× 10−2 m−2s−1 90

Table 7.8: Neutron flux calculation summary. The error on A is listed as zero because it is
included in the error of εn.

N ′n,µ is the expected number of muons that were identified as neutron scattering events

that also spallated a neutron whose capture was detected, thus passing neutron identification

cuts. This correction was assessed using the neutron production rate from muon spallation

in liquid scintillator described in Sec. 7.4. Since this muon contamination is from the same

spallation process it is described by Eqn. 7.3, and we can write

Nn,µ

Nµ · εn · lmu · ρ
= Yn = Y ′n =

N ′n,µ
N ′µ · ε′n · l′mu · ρ

, (7.7)

N ′n,µ =
Nn,µ ·N ′µ · ε′n · l′mu

Nµ · εn · lmu
, (7.8)
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where Y ′n is the neutron yield from muons that pass neutron cuts. Here the scintillator den-

sity, ρ, has been cancelled since it is the same for both samples. A summary of the parameters

used in the calculation is presented in Table 7.9. The average muon track length and muon

and neutron counts for the neutron production measurement were found in Sec. 7.4. To

determine the number and corresponding track length of contaminating muons, the simu-

lated muon track length distributions in Fig. 6.19 were used. Dividing the 393 852 muons

passing muon identification cuts by the 1 000 000 muons simulated, we found that we detect

39.4% of the muons that enter the detector. To find the fraction of these that pass neutron

identification cuts, the neutron identification analysis was performed on the muon simulation

that produced Fig. 6.19. This was done in two samples because the eigenvalue cuts were

different above and below 250 PEs. The resulting fraction of the simulated muons detected

in each regime provided an estimate of the number of muons passing neutron scattering

identification cuts. Additionally, the simulation provided the track lengths for these muons

in each regime, as shown in Fig. 6.19.

parameter value

Nn,µ 105
Nµ 327 779
lµ 45.32 cm
PE > 250
N ′µ 31 891
ε′n/εn 0.835
l′µ 38.46 cm
N′n,µ 7

PE < 250
N ′µ 346 037
ε′n/εn 0.682
l′µ 31.99 cm
N′n,µ 53

N′n,µ (total) 60

Table 7.9: Neutron flux correction, N ′n,µ, calculation summary.

The only remaining factor needed to calculate N ′n,µ is ε′n/εn, the ratio of the efficiencies for

neutron detection for neutron-like muon spallated neutrons to the standard internal neutron
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detection efficiency described in Sec. 7.4. The neutron production process is the same in

both cases, but since muons identified as neutron scattering events have lower energies and

shorter track lengths, they are closer to the edges of the detector, and so the produced

neutrons are more likely to escape. This difference was assessed by taking the average of

the neutron capture efficiency in Fig. 6.18, weighted by the average reconstructed position

of simulated muons in Fig. 6.20. Theses averages were 0.1922, 0.1604, and 0.1311 for muons

passing muon identification cuts, muons passing neutron identification cuts above 250 PEs,

and muons passing neutron identification cuts below 250 PEs, respectively. Thus the ratio of

the neutron efficiencies is ε′n/εn = 0.1604/0.1922 = 0.835 and ε′n/εn = 0.1311/0.1922 = 0.682

for contaminating muons above and below 250 PEs, respectively.

Carrying out the calculation for N ′n,µ gives 7 contaminating muons above 250 PEs and

53 below 250 PEs. The total number of contaminating muons, N ′n,µ, is then the sum of

these: 60.

Our final result of (1.5± 1.4)× 10−2 m−2s−1 is high compared to the prediction by Mei

and Hime [14], given in Eqn. 3.4. One should note that this prediction was not intended to

include such shallow depths and its extrapolation may not be very trustworthy. Nevertheless,

the prediction suggests a neutron flux of 9.5× 10−3 m−2s−1 at 265 m.w.e. This predicted

result does not directly compare with ours, however, because it includes neutrons of all

energies. The Mei and Hime predicted energy distribution of Eqn. 3.5 and their results in

Table V of Ref. [14] were used to reduce the flux to only that expected between 16 and

156 MeV. This gives a predicted neutron flux of 1.3× 10−3 m−2s−1, which is discrepant with

our result by 1.4× 10−2 m−2s−1, matching our stated error.

To compare our result with those of others, a discussion of convention is required. Our

result is a neutron flux in an underground cavern per unit cross-sectional area of a perfect

spherical detector inside that cavern. This is the “total flux” definition as used for muons.

An alternative convention for the flux definition is that through a unit surface area of the

rock-cavern boundary. Mei and Hime do not clearly state which convention they use for their
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neutron flux predictions in Ref. [14]. To express our result according to the second convention

we must multiply by the ratio of the simulated cross sectional area to the generation surface

area: 1/4. Our result with this convention is then (3.8± 3.4)× 10−3 m−2s−1, which is much

less discrepant with the Mei and Hime prediction.

The misidentified external muon showers discussed at the end of Sec. 7.4 would have

two effects on our neutron flux result. First, since accounting for the effect would reduce

our measured muon-induced neutron production rate, it would also reduce the expected

number of muon spallation events misidentified as neutrons, N ′n,µ, see Eqn. 7.7. Second, the

neutrons from these external muon showers are precisely what this neutron flux is measuring.

Therefore, any neutrons from the external showers should be counted toward the neutron

count, Nn,n; currently they are not. Both of these influences of external showers act to

increase our measured neutron flux. For example, if the external shower effect was large

enough to bring our neutron production result down to the 0.66 n/µ (g/cm2)−1 predicted by

Eqn. 3.3, then our neutron flux measurement would rise to 3.5× 10−2 m−2s−1.

7.6 Cosmic neutron energy and time distributions

This analysis identified neutrons by requiring neutron scatter and capture events in coinci-

dence. To verify that this neutron signal was identified correctly, the time difference distribu-

tion between neutron scattering and capture candidates, ∆T, was compared to the expected

exponential decay fit of Fig. 7.13. This comparison is shown for cosmogenic neutrons in

Fig. 7.7, where reasonable agreement within the relatively large statistical uncertainty can

be seen. Figure 7.8 shows the energy distribution for the corresponding neutron scattering

events. Since all neutron energy was assumed to be detected through proton recoil from

neutron-hydrogen elastic scattering, the quenching analysis of Sec. 6.3.2 was applied to the

energy scale. Also shown is the neutron energy prediction by Mei and Hime [14], Eqn. 3.5,

for WIPP depth, normalized to their predicted neutron flux at NuMI. The spectra shape is
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in reasonable agreement, though our measured flux is higher as stated in Sec. 7.5.
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Figure 7.7: Distribution of the time between neutron primary (scatter) and secondary (cap-
ture) events. The curve is a decaying exponential of characteristic time τ = 163 µs, which is
the time structure we expect for neutron capture in SciBath. The distribution is normalized
to the number of neutrons counted.

7.7 neutron / muon ratio

Since fast neutrons (greater than 16 MeV) underground are nearly exclusively created by

muons, it is convenient to describe the neutron flux as a neutron:muon ratio. Dividing the

neutron flux by the muon flux, our measurements give a result of (1.9± 1.7)× 10−2 neutrons

per muon in the MINOS near detector hall at FNAL. Figure 7.9 shows the neutron energy

spectrum normalized to this ratio.

7.8 Validation: beam correlated analysis

During data-taking SciBath was positioned 5 mrad off axis of the NuMI beam, see Sec. 5.2.

Since data was recorded continuously, beam correlated particle tracks were recorded along

with the cosmogenic particles. A pre-beam trigger was included in our data stream, allowing
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us to examine (or exclude) beam correlated events. The beam provided a large sample of

neutron and muon interactions with a lower background than the cosmic (beam uncorrelated)

data sample. This lower background resulted from the precise timing of the beam pulses.

Measurements of neutron and muon characteristics were thus easier for beam correlated

data, and these measurements were used to validate the analysis methods used for the

cosmic analysis.

Figure 7.10 shows a timing histogram of all events above 10 PEs and within 10 µs of the

beam. The beam structure is clearly visible between 214 and 224 µs as well as a significant

number of delayed events above background in the microseconds following. Figure 7.11 shows

a similar timing distribution, but three histograms are plotted, each giving the event rate for

different candidate particles. The beam structure is clear for events of each type as well as

evidence of delayed neutron scatters and captures with the expected time structure following

the beam.

Figure 7.10: The SciBath integrated detector response before, during, and after the NuMI
beam pulse.

The same analysis described for cosmic muons in Sections 7.2 and 7.3 was applied to beam

correlated muons. The only changes in the analysis were the requirement that events occur

during the beam pulse and different fiducial cuts. For the muon flux measurement a 50%
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Figure 7.11: Event rate before, during, and after the NuMI beam pulse for muon-, neutron
scatter-, and neutron capture-like events. The neutron scatter and neutron capture candidate
events are fit with decaying exponentials after the beam pulse.

fiducial volume cut with the box method was used instead of the 26% with the sphere method

described in Table 6.1. The beam correlated muon flux was measured to be 0.46± 0.04 m−2

per beam spill. For the angular distribution in Fig. 7.12 a 10% fiducial volume with the

box method was used. This tighter fiducial allowed a more precise angular reconstruction.

Details regarding the beam-correlated muon analysis can be found in an internal SciBath

technote by Lori Rebenitsch [71].

Figure 7.13 shows our best fit of the neutron capture time structure. To maximize

statistical power, a primary event was not required. Instead, the plot shows all neutron

capture candidate events following a beam pulse. The fit of this distribution gave the best

value of the neutron capture mean time as τ = 163± 12 µs, where the error was found by

the ROOT fit.

The same analysis described for cosmic neutrons in Sec. 7.5 was applied to beam corre-

lated neutrons. The only change in the analysis was the requirement that neutron scatter

candidates occur during the beam pulse and neutron capture candidates occur in roughly the

following 450 µs as described in Sec. 6.2.2. The beam correlated neutron flux was measured
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Figure 7.12: Angular distribution of NuMI beam correlated muons at the MINOS hall at
FNAL. The angle in the right plot is measured from the beam direction.
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to be 0.11± 0.09 m−2(beam spill)−1. This result assumes the neutron detection efficiency

described in Sec. 6.7.4 and does not assess possible contamination from muon-induced spal-

lation. Figure 7.14 shows the time spectrum between beam correlated neutron scatter and

capture events. The dashed curve drawn is a prediction based on the number of events

counted and an exponential decay of mean 163 µs. Figures 7.15 and 7.16 show the neu-

tron scatter and capture energy distributions, respectively, where the primary spectrum is

normalized to the measured flux.
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Figure 7.14: Background subtracted distribution of the time between neutron primary (scat-
ter) and secondary (capture) beam correlated events. The curve is a decaying exponential
of characteristic time τ = 163 µs, which is the time structure we expect for neutron capture
in SciBath.

7.9 Implications for EXO

The Enriched Xenon Observatory (EXO) [72] is a proposed ton-scale liquid xenon detector

that would search for neutrinoless double beta decay. Beta decay is the process by which a

neutron decays into a proton, an electron, and an electron neutrino as shown in Eqn. 7.9:

n→ p+ e− + νe. (7.9)
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Most beta decay occurs inside the nucleus where the proton remains. The electron and

neutrino are ejected from the nucleus and the electron can be detected. Double beta decay

occurs when two neutrons in the same nucleus undergo this process simultaneously, releasing

two electrons and two neutrinos. Neutrinoless double beta decay is a theoretical process that

would occur as double beta decay except the two neutrinos would annihilate one another and

only the two electrons would be ejected from the nucleus, see Fig. 7.17. Observation of this

process would demonstrate violation of lepton conservation, identify neutrinos as Majorana

particles, and provide a measurement of neutrino mass.

Figure 7.17: Left: double beta decay; right: neutrinoless double beta decay.

This section describes how neutrons can be a background source for the EXO neutri-

noless double beta decay search and presents a rough calculation showing how our NuMI

measurements could be applied to estimate their significance.

7.9.1 Neutrons as a background for EXO

Neutrons are a significant background to EXO because they can interact with 136Xe to

produce unwanted xenon isotopes 137Xe and 135Xe, each of which can then beta decay. The

production processes for these isotopes are

136Xe + n → 135Xe + 2 n, and (7.10)

136Xe + n → 137Xe + γ; (7.11)
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and the process of beta decay is shown in Eqn. 7.9. Xenon-135 has a beta decay half life of

9.1 hours, releasing an electron of maximum energy 1.115 MeV, which is below the 2.458 MeV

neutrinoless double beta decay region of interest. Xenon-137, however, has a beta decay half

life of 3.8 minutes and releases an electron of maximum energy 4.177 MeV. Xenon-137 beta

decays are thus capable of mimicking the neutrinoless double beta decay signal in EXO.

Figure 7.18 shows the expected contributions of all background sources at energies near the

EXO region of interest with the exception of 137Xe, which is present over the entire energy

scale at an unknown level. The 137Xe background is insignificant for EXO at present, but

may become more relevant for future EXO analyses and detectors.

7.9.2 Implications of our measurements

We would like to use our measurements at NuMI to help characterize the background fast

neutron flux at WIPP, and therefore the background 137Xe contamination in EXO. Rigorous

analysis of the implications of the SciBath NuMI measurements for the WIPP neutron

flux are currently in progress. This section describes only a rough calculation of how our

measurements imply an adjustment of the Mei and Hime [14] predicted neutron flux at

WIPP. This calculation contains substantial errors and should be thought of as an exercise

in how our results can be applied instead of an accurate prediction. The largest associated

errors are the relatively large error on our neutron flux measurement and the unknown error

incurred by extrapolating the Mei and Hime results to the NuMI depth.

Mei and Hime used a FLUKA simulation to predict muon and neutron fluxes and energy

spectra at underground sites [14]. If there was a systematic error in the way the simula-

tion handled neutron production in the rock, it would likely result in a neutron/muon flux

ratio in disagreement with reality. Equation 4 in the Mei and Hime paper [14] gives the

muon intensity as a function of depth, and in the case of NuMI at 0.265 km.w.e. suggests

a muon flux of 0.30 m−2s−1. Similarly, Sec. 7.5 describes how Mei and Hime suggest a

1.3× 10−3 m−2s−1 neutron flux. Dividing these gives the suggested neutron/muon flux ratio
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low, leading to an anomalous light-to-charge ratio. This cut
also eliminates� decays from the low-background data, but
causes only a negligible loss of efficiency for �- and�-like
events. Cosmic-ray induced backgrounds are removed us-
ing three time-based cuts. Events preceded by a veto hit
within 25ms are removed (0.58%dead time). Events occur-
ring within 60 s after a muon track in the TPC are also
eliminated (5.0% dead time). Finally, any two events that
occur within 1 s of each other are removed (3.3% dead
time). The combination of all three cuts incurs a total
dead time of 8.6%. The last cut, combined with the require-
ment that only one scintillation event per frame is observed,
removes�-� decay coincidences due to the time correlated
decay of the 222Rn daughters 214Bi and 214Po. Alpha spec-
troscopic analysis finds 360� 65 �Bq of 222Rn in the
enrLXe, that is constant in time.

The SS and MS low-background spectra are shown in
Fig. 4. Primarily due to bremsstrahlung, a fraction of ��
events are MS. The MC simulation predicts that 82.5% of
0��� events are SS. Using a maximum likelihood estima-
tor, the SS and MS spectra are simultaneously fit with
PDFs of the 2��� and 0��� of 136Xe along with PDFs
of various backgrounds. Background models were devel-
oped for various components of the detector. Results of the
material screen campaign, conducted during construction,

provide the normalization for the models. The contribu-
tions of the various background components to the 0���
and 2��� signal regions were estimated using a previous
generation of the detector simulation [8]. For the reported
exposure, components found to contribute <0:2 counts
(0���) and <50 counts (2���), respectively, were not
included in the fit. For the current exposure, the back-
ground model treats the activity of the 222Rn in the air-
gap between the cryostat and the lead shielding as a
surrogate for all 238U-like activities external to the cryostat,
because of their degenerate spectral shapes and/or small
contributions. A possible energy offset and the resolution
of the �-like spectra are parameters in the fit and are
constrained by the results of the source calibrations. The
fraction of events that are classified as SS for each of the
�-like PDFs is constrained within �8:5% of the value
predicted by MC. This uncertainty is set by the largest
such deviation measured with the source calibration spec-
tra. The SS fractions for �- and ��-like events are also
constrained in the fit to within�8:5% of the MC predicted
value. As a cross-check, the constraint on the 2��� SS
fraction is released in a separate fit of the low-background
data. The SS fraction is found to agree within 5.8% of the
value predicted by the MC simulation.
The�� energy scale is a free parameter in the fit, so that

it is constrained by the 2��� spectrum. The fit reports a
scale factor of 0:995� 0:004. The uncertainty is inflated to
�0:006 as a result of an independent study of the possible

FIG. 4 (color). MS (top) and SS (bottom) energy spectra. The
best-fit line (solid blue) is shown. The background components
are 2��� (grey region), 40K (dotted orange), 60Co (dotted dark
blue), 222Rn in the cryostat-lead air-gap (long-dashed green),
238U in the TPC vessel (dotted black), 232Th in the TPC vessel
(dotted magenta), 214Bi on the cathode (long-dashed cyan),
222Rn outside of the field cage (dotted dark cyan), 222Rn in
active xenon (long-dashed brown), 135Xe (long-dashed blue)
and 54Mn (dotted brown). The last bin on the right includes
overflows (none in the SS spectrum).

FIG. 5 (color). Energy spectra in the 136Xe Q�� region for MS
(top) and SS (bottom) events. The 1 ð2Þ� regions aroundQ�� are

shown by solid (dashed) vertical lines. The 0��� PDF from the
fit is not visible. The fit results have the same meaning as in
Fig. 4.

PRL 109, 032505 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
20 JULY 2012

032505-4

Figure 7.18: Multi-site (MS, top) and single-site (SS, bottom) energy spectra. The best-fit
line (solid blue) is shown. The background components are 2νββ (grey region), 40K (dotted
orange), 60Co (dotted dark blue), 222Rn in the cryostat-lead air-gap (long-dashed green),
238U in the TPC vessel (dotted black), 232Th in the TPC vessel (dotted magenta), 214Bi on
the cathode (long-dashed cyan), 222Rn outside of the field cage (dotted dark cyan), 222Rn in
active xenon (long-dashed brown), 135Xe (long-dashed blue) and 54Mn (dotted brown). The
137Xe background component is not shown, but includes the entire energy range. The 0νββ
region of interest is at 2.458 MeV. Figure from the EXO Collaboration [15].
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of 4.4× 10−3 neutrons per muon. Our measured neutron/muon flux ratio was described in

Sec. 7.7 as 1.9× 10−2 neutrons per muon. By comparison, our measurements suggest an

increase in the Mei and Hime simulated neutron/muon flux ratio by a factor of 4.3.

If we trust the Mei and Hime simulation of the muon flux at WIPP, which is validated by

a measurement, then this implies the same increase in the predicted neutron flux at WIPP.

The Mei and Hime result for the neutron flux at WIPP is 7.51× 10−5 m−2s−1 for neutrons

greater than 10 MeV, as can be read from Table V in [14]. Our measurements thus predict

the WIPP neutron flux to be 3.2× 10−4 m−2s−1 for neutrons greater than 10 MeV.

One complication that will affect the validity of this scaling argument is the difference

between the muon energy at NuMI compared to WIPP. Figure 7.19 plots the energy dis-

tributions at NuMI and WIPP as predicted by Mei and Hime [14]. The correction to the

neutron:muon ratio suggested by our measurements is specific to the NuMI muon energy

distribution and may not directly apply to the higher energy muons at WIPP. A more rig-

orous investigation of the implications of our measurements on the WIPP neutron flux that

takes into account the different muon energy distributions is underway.
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Figure 7.19: Muon energy distributions at NuMI and WIPP. Curves from Eqn. 8 of Ref. [14]
with the parameters suggested by Groom et al. [1] and Battistoni et al. [16]
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Chapter 8

Conclusion and Outlook

This thesis has described the SciBath detector and its measurements of muon and neu-

tron characteristics at 100 m underground from the NuMI run. The muon flux result was

0.80± 0.04 m−2s−1 and was in agreement with the relatively wide range of flux predictions.

The muon angular distribution was presented in Fig. 7.5 and was in agreement with the

Miyake prediction [13]. The neutron yield from muon-induced spallation in scintillator was

(3.8± 3.2)× 10−4 n/µ (g/cm2)−1 and was high compared to similar measurements, though

within error. The neutron flux at the NuMI site was (1.5± 1.4)× 10−2 m−2s−1 and was high

compared to the Mei and Hime prediction [14], but again within error. The corresponding

neutron energy distribution was presented in Fig. 7.8 and its shape is in general agreement

with the Mei and Hime prediction.

Many improvements to SciBath and its analysis methodology are in progress. The Geant4

Monte Carlo simulation is being expanded to include more detailed optics, fiber specific light

collection efficiencies, and modeling of the readout electronics. The largest uncertainty in our

neutron measurements resulted from the efficiency of our energy cuts to identify 2.2 MeV

photons from neutron capture on hydrogen. This was largely a result of the scintillator

light output being lower than expected, and studies are currently underway to understand

the cause and improve the light output for future measurements. Also contributing to
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the large error, the neutron measurements of this thesis suffered from a large background

subtraction for neutron capture candidates. The possibility of doping our liquid scintillator

with Gd, 6Li, or 10B is under investigation. These dopants could increase the neutron capture

efficiency, increase the light output by a neutron capture event, and shorten the capture time

which would lower the neutron capture background. Additionally, studies of solid scintillator

options are underway. Solid scintillator could simplify the detector design, make SciBath

easier to operate, increase durability, reduce the possibility of oxygen poisoning, and allow

a higher light yield.

Finally, improved topological analysis tools are being developed. As a fine-grained de-

tector, the SciBath topology is perhaps its greatest strength. One idea is to look for neutron

double-scattering events such as the candidate in Fig. 8.1. Identification of these events could

provide a neutron angular distribution measurement. Parameters for the characterization of

events as track-like or point-like based on an analytical calculation of fiber response have also

been developed. These could provide an improved muon and neutron separation criteria, as

shown in Fig. 8.2, and thus improve our event identification.

The SciBath detector has proven to be an effective neutral particle detector and has a lot

of room for continued improvement. This first round of measurements form the detector both

contributes to the understanding of backgrounds to underground experiments and provides

a framework for future measurements with the SciBath detector.
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Figure 8.1: Event display for a neutron double-scattering candidate event.

Figure 8.2: Point-like versus track-like characterization parameters for a primarily muon
data set (upper left) and a primarily neutron data set (lower right), both from the MI-12
run.
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Appendix A

Geant4 Physics Summary

Version Geant4.9.4.p02

Geometry

• G4Box for the detector cube

• G4Tubs for the WLS fibers

• Environment composition is air

Physics Lists

• G4Electron

• G4Positron

• G4NeutrinoE

• G4AntiNeutrinoE

• G4PhotoElectricEffect

• G4ComptonScattering

• G4GammaConversion

• G4RayleighScattering

• G4LivermorePhotoElectricModel

• G4LivermoreComptonModel

• G4LivermoreGammaConversionModel
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• G4LivermoreRayleighModel

• G4eIonisation

• G4LivermoreIonisationModel

• G4UniversalFluctuation

• G4eBremsstrahlung

• G4LivermoreBremsstrahlungModel

• G4eMultipleScattering

• G4eplusAnnihilation

• G4MuIonisation

• G4MuBremsstrahlung

• G4MuPairProduction

• G4Decay

• HadronPhysicsQGSP BERT HP

• G4Scintillation

• G4OpAbsorption

• G4OpRayleigh

• G4OpBoundaryPhysics

• G4HadronElasticProcess

• G4Neutron

• G4NeutronHPorLElasticModel

• G4NeutronInelasticProcess

• G4NeutronHPorLEInelasticModel

• G4HadronCaptureProcess

• G4NeutronHPorLCapture
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Appendix B

MCNP Template

Sample MCNP input deck for SciBath -R.L. Cooper (for polimi or MCNP5)

c

c simple box of LS with an 1/2" aluminum shell surrounding

c no air, no support structure, no fibers

c

c ** Cell Cards **

c

c -- Aluminum casing

901 1 -2.6989 (-901 902 -911 914 -921 924):(-903 904 -911 914 -921 924): &

(-911 912 -901 904 -921 924):(-913 914 -901 904 -921 924): &

(-921 922 -901 904 -911 914):(-923 924 -901 904 -911 914) &

imp:n,p,e=1

c

c -- Scintillator

902 2 -0.86 -902 903 -912 913 -922 923 imp:n,p,e=1

c
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c -- Outside detector (vacuum)

903 0 -999 ((901):(-904):(911):(-914):(921):(-924)) imp:n,p,e=1

c

c -- void

1000 0 999 imp:n,p,e=0

c

c ** Surface Cards **

c

c -- planes

901 PX 22.86

902 PX 21.59

903 PX -21.59

904 PX -22.86

911 PY 23.1775

912 PY 21.9075

913 PY -21.9075

914 PY -23.1775

921 PZ 22.86

922 PZ 21.59

923 PZ -21.59

924 PZ -22.86

c

c -- source sphere (40 = very tight)

998 SO 40.0

c

c -- void
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999 SO 1042.0

c ** Run Cards **

c

c -- materials

c

c -- Al

m1 13027.70c 1.000

mt1 al27.12t

c

c m1 13000 1.000

c

c -- Scintillator (En < 20 MeV, dictated by H)

c m2 1001.70c 0.667

c 6000.70c 0.333

c mt2 lwtr.10t

c

c -- Scintillator (gamma rays only)

c m2 1000 0.667

c 6000 0.333

c

c -- Scintillator (En < 150 MeV, dictated by H)

m2 1001.66c 0.667

6000.66c 0.333

mt2 lwtr.10t

c

c -- Scintillator (doping tests)
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c m5 1001.70c -0.1429

c 6000.70c -0.8571

c

c 3006.70c -0.0150

c 64000.35c -0.0150

c

c -- run parameters

c

c -- PTRAC output for tracking (multiple options)

c PTRAC FILE=asc WRITE=all EVENT=src,sur FILTER=901,902,icl &

c MAX=100000000

c

PTRAC FILE=asc WRITE=all EVENT=src,ter MAX=100000000 TYPE=n

c

c PTRAC FILE=asc WRITE=all EVENT=ter CELL=903 FILTER=903,icl &

c MAX=100000000

c PTRAC FILE=asc WRITE=all EVENT=src MAX=100000000

c

c -- Source (multiple options)

c

c -- Spherical source (d2 = possible cone source)

c SDEF SUR=998 NRM=-1 PAR=1 ERG=d1

c SI1 0.1 10.0

c SP1 0 1

c SI2 -1 0.995 1

c SP2 0. 0.9975 0.0025

c SB2 0. 0. 1.
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c

c -- Internal box source

SDEF POS=0 0 0 PAR=1 ERG=d4 X=d1 Y=d2 Z=d3

SI1 -22.86 22.86

SP1 0 1

SI2 -23.1775 23.1775

SP2 0 1

SI3 -22.86 22.86

SP3 0 1

SI4 0.1 150.0

SP4 0 1

c

c

MODE N P

c

c -- Physics and cutoff parameters, ensures analog physics

PHYS:N j 20.

PHYS:P 0 1 1

CUT:P j j 0

c

NPS 10000000

c

c -- Tallies

F11:N 999

E11 0. 1.e-4 0.1 28i 3.0

c

c -- Output file control, for PoliMi
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IDUM 0 1 1 1 j 1 1 902

RDUM 0.01 10.05

FILES 21 dumn1

c

c RAND SEED=884793
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Appendix C

Waveform Fitting with the Least

Squares Parabola Method

IRM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . SciBath’s data acquisition electronic boards

PMT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Photomultiplier tube

ADC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Analog to digital converter

LSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Least squares parabola fit method

NT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Number of samples in waveform

Tc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Period of the electronics clock

t0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Start time of the hit

PE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Charge for the waveform

ADCi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The ADC value for the ith sample

ADCmin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The minimal ADC value

B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Baseline for the waveform

A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Fitted amplitude for the waveform

t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Time

τ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Exponential decay parameter

ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Angular frequency parameter
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Nf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Number of exp sin functions to use in fit

t0i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Start time of the ith function for a given waveform

Ai . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Fitted amplitude of the ith function for a given waveform

∆ADCi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B − ADCi

∆ADCmin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .B − ADCmin (also known as uncalibrated PE)

χ2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .χ2 Goodness-of-fit test

NLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Number of points used in the least squares fit

θ . . . . . . . . Column matrix that contains the resulting parameters used in a least squares fit

V (θ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Covariance matrix for parameters in θ

ADC Column matrix that contains the ADC values for the points used the least squares fit

V (ADC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Covariance matrix for parameters in ADC

C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Coefficient matrix for the equation being used

ti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The time of the ith sample in the waveform

tmin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The time corresponding to the ADCmin

σtmin
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The error on tmin

σADCmin
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .The error on ADCmin

σADCi
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The error on ADCi
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This appendix is an excerpt form an internal SciBath technote by R. T. Thornton [73].

C.1 Background

Many methods of waveform fitted were tested, but for this analysis we used the method

of least squares to fit a parabola to each waveform. This method was suggested because

the waveform around ADCmin acts like a parabola. The least squares fit must satisfy the

following equation

X2 =

NLS∑
i=1

NLS∑
j=1

(ADCi − fi)V (ADC)−1ij (ADCj − fj) = minimum (C.1)

where fi is the fitted value at the ith point, NLS is the number of samples used in the

fit, V (ADC) is the covariance matrix for the samples used in the fit and ADCi is the ith

samples ADC value [74]. An analytical solution to equation C.1 is only valid if f is linear in

parameters, which is the case for a parabola defined by the following equation:

ADC = a+ bt+ ct2 = f (C.2)

Computationally speaking it would be easier if equation C.1 was written in matrix form,

therefore, we derived the following expression[74]:

θ = V (θ)CTV (ADC)ADC

V (θ) =
(
CTV (ADC)−1C

)−1 (C.3)
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The matrix parameters in equation C.3 have the following definitions

ADC =



ADC1

ADC2

...

ADCNLS


, θ =



θ1

θ2
...

θL


, V (ADC) =

 σ2
ADCi

j = i

0 j 6= i
, C =



c11 c12 · · · c1L

c21 c22 · · · c2L
...

...
. . .

...

cN1 cN2 · · · cNL


(C.4)

where L is the number of parameters in the fit (for LSP L = 3), θ is the resulting parameter

matrix, V (θ) is the covariance matrix for the resulting parameters, ADC is the matrix of

the ADC values for the samples used in the fit, and C is the coefficient matrix for the fitted

function [74].

C.2 Implementation

To implement this method, we choose to use ROOT’s TMatrix class (GNU also has a matrix

class that could be used, if independence from ROOT is needed). The method can be

summarized in the following steps:

1. Calculate B and retrieve index of first sample above threshold, istart

2. Loop through the samples starting at istart through NT − 3 finding ADCmin, and its

corresponding index, imin. The minus 3 is to use the same method as Reader.

3. The user should have provided NLS (if not the default is 4). Start looping through the

samples at imin − 2 storing samples that satisfy i >= istart till the number of samples

received is equal to NLS.
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4. Calculate

C =



1 t1 t21

1 t2 t22
...

...
...

1 tNLS
t2NLS


(C.5)

where ti = i ∗ Tc, then calculate

V (ADC) =

 min
(

1, 0.3
√
| ∆ADCi |

)2
j = i

0 j 6= i
(C.6)

where ∆ADCi = B − ADCi. Then calculate equation C.3.

5. At this point the parameters for the equation of the parabola are known as well as it

covariance matrix. To be able to solve for t0 and A we assume that we know what τ

and ω are. By knowing these two parameters, we can use equation C.7 to solve for t0

and then use equation C.8 to solve for A.

t0 = tmin − tshift (C.7)

A =
∆ADCmin

exp
(
tshift
τ

)
sin (ωtshift)

(C.8)

where

tshift =
arctan (τω)

ω
∆ADCmin = B − ADCmin

where tmin is the time of the minimal value given by the parabola fit with ADCmin as

its ADC value, and they are calculated by using the following functions

tmin = − θ2
2θ3

(C.9)

ADCmin = θ1 + θ2tmin + θ3t
2
min (C.10)
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and the errors on tmin and ADCmin were calculated with the following functions

σtmin
= tmin

√
V (θ)22
θ22

+
V (θ)33
θ23

− 2V (θ)23 θ3
θ2

(C.11)

σADCmin
=

√
V (θ)11 −

V (θ)12 θ2
θ3

+
V (θ)13 θ

2
2

2θ23
+
V (θ)22 θ

2
2

4θ23
− V (θ)23 θ

3
2

4θ33
+
V (θ)33 θ

4
2

16θ43

(C.12)

6. The last step that is needed is to calculate a goodness–of–fit value. We chose to keep

with the χ2 test, which is defined with respect to the exp sin function.

C.3 Results

As mentioned above in order for this method to work τ and ω already need to be known.

We assumed that all fibers have the same values for both parameters and the values are

τ = 242.0575 ns and ω = 0.007851405 1
ns

, which were calculated by taking an average of the

average channel values. Figure 6.1 shows the visual results of the LSP method.
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